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Document Overview  
The purpose of this document is to provide recommendations and configuration instructions for setting 

up iSCSI multipathing on both a NexentaStor Enterprise appliance and various common client operating 

systems. This document provides sane standardized configuration options; they should be suitable in 

most environments (but not all, so when in doubt, please reach out to a certified and experienced 

Nexenta professional). 

The primary purpose of this guide is to cover how to set up NexentaStor properly for multipath iSCSI 

environments. While we have taken the additional step of providing simple instructions for 

configuration of iSCSI MPIO on various client systems, this document should not be looked at as a 

replacement for documentation from the various vendors of these client systems. Many vendors have 

significant and detailed instructions for configuring and enabling multipath on iSCSI on their platforms, 

and we highly advise locating any such documentation for your chosen platform, if it exists.  
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MPIO Design 
Lǘ ƛǎ ƛƳǇƻǊǘŀƴǘ ǘƻ ǳƴŘŜǊǎǘŀƴŘ ǿƘŀǘ ƛǘ ƛǎ ǿŜΩǊŜ ŀǘǘŜƳǇǘƛƴƎ ǘƻ ŀŎƘƛŜǾŜ ōȅ ǳǎƛƴƎ atLhΦ tǊƻǇŜǊ ŎƻƴŦƛƎǳǊŀǘƛƻƴ 

and deployment of MPIO on an iSCSI network can have a significant impact on both uptime and 

performance. Improper configuration can lead to absolutely no benefit, and even potentially some 

performance penalty. At a bare minimum, MPIO requires the following: 

¶ Two separate IP addresses on the NexentaStor appliance 

¶ Two separate IP addresses on any client doing MPIO 

 

The above picture represents all that is technically required to do iSCSI MPIO. This sort of setup has 

(unfortunately) been seen many times, and often is seen by Nexenta because of problems that arise 

because of this sort of setup (or, because the client complains that having configured MPIO like the 

above, they are seeing no improvement in performance or that the loss of a single piece of this setup 

still led to downtime despite the existence of MPIO). The above setup is ultimately to blame, and it is 

not going to be of much use to you if all that is done is configure two IP addresses on a single interface 

on both sides and set up MPIO. While MPIO would function on a technical level, the lack of any 

redundancy in client, server, or network between the two means the two paths are both utilizing all the 

same hardware, and thus, no benefits are achieved by doing this. 

 A more sane set of minimum requirements would be: 

¶ Two separate network interfaces on the NexentaStor appliance 

¶ Two separate network interfaces on any client doing iSCSI MPIO 

¶ [optional, but strongly encouraged] The two network interfaces are plugged into separate 

physical networks (different switches), thus making both networks completely separate at a 

physical level 

o [optional, rarely seen] The switches are of different manufacturer 

o [optional, rarely seen] The NICs are of different manufacturer 

The picture below attempts to capture this to some degree: 
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The rest of this guide is based upon this exampleφtwo separate interfaces on the Nexenta appliance 

and on each client, with each interface plugged into a separate physical network (no ability to talk to the 

other subnet from either interface, only from the proper interface). Another example of this good setup: 

Client Client Client

NexentaStor

Network A

Network B

 

This diagram shows the two separate networks (A & B) connected from each client and NexentaStor; 

this provides both path redundancy and switch redundancy (assuming there are one or more switches 

on each network), and may increase performance by as much as double that of a single link. 
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The same setup, but with double the redundancy (and also double the performance, assuming all 

interfaces are the same speed individually) is diagramed below: 

Client Client Client

NexentaStor

Network A

Network B

 

 

This diagram shows how there are two separate connections (green and blue, with shading to 

differentiate the two connections to each) from both NexentaStor and the clients to each network 

(Network A and Network B). This setup would require four separate ports on each of the clients and 

NexentaStor machines, but would provide path redundancy within each network, as well as network 

redundancy. And, while not technically covered by this guide, all that changes is the addition of more 

interfaces, Targets, and Target Portal Groups on NexentaStor and more interfaces and paths on the 

client installations. 
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Nexenta Setup 
First, we will step through how to configure the NexentaStor appliance for iSCSI MPIO. This section will 

show how to do this in both the NMC and the NMV interfaces of NexenatStor (as of Nexenta version 

3.1.3). 

Fundamentally, the following things must be done to enable MPIO in a proper manner on NexentaStor: 

1) Configure two separate network interfaces 

2) Create Target Portal Groups for each network interface (IP) 

3) Create two iSCSI Targets 

4) Create a Target Group 

5) Map a Zvol out of that Target Group 

The steps for completing all of this are contained within this section of the guide (using example IP 

addresses). Where possible, instructions for both NMC and NMV are providedτyou need not do both, 

merely use whichever UI you are more comfortable with. 

Network Configuration  
First step is configuring the network interfaces. For the purposes of this example, we will be using the 

network interfaces e1000g2 and e1000g3. The e1000g2 interface is on the 10.100.1.x subnet (a class C, 

subnet 255.255.255.0) and the e1000g3 interface is on the 10.200.2.x subnet (a class C, subnet 

255.255.255.0). Both subnets reside on completely separate physical switching infrastructure, and 

cannot talk to one another (no route exists between the two subnets). 

It is strongly preferred that you mimic this design in terms of using separate IP subnets; using multiple 

IPs from the same subnet can lead to default routes that negate much of the point of MPIO. 

The question also has been posed if these IP addresses must reside on physical interfaces, or if they 

instead could be on aggregates. Technically, they could be on aggregates (provided by LACP or IPMP), 

but that is outside the scope of this document (and if iSCSI is the only intended use for the network, 

ultimately often an extra complication with zero return, since iSCSI MPIO already deals with path loss 

itself, negating the need for that by any underlying technology). 



 

Copyright © 2012 Nexenta® Systems, ALL RIGHTS RESERVED  Page 8 
 

 

Network Configuration (NMC)  

 

 

As the above picture shows, configuring network interfaces in NMC is simply a matter of typing άsetup 

network interface <interface>έ and following the prompts. You also can just type άsetup network 

interfaceέ ŀƴŘ ǘƘŜƴ ǇƛŎƪ ǘƘŜ ƛƴǘŜǊŦŀŎŜ ŦǊƻƳ ǘƘŜ ǊŜǎǳƭǘƛƴƎ ƭƛǎǘ ǘƻ ƪƛŎƪ ƻŦŦ ǘƘŜ ǎŀƳŜ ƻǇŜǊŀǘƛƻƴ όƛŦ ȅƻǳΩǊŜ 

unsure what interfaces you have). If you have any question about which interfaces are connected, try 

typing άshow network devicesέ, which has a STATE section that ǎƘƻǳƭŘ ǎƘƻǿ άupέ ŦƻǊ ŀƴȅ ŘŜǾƛŎŜ ǘƘŀǘ 

has been plugged in. 
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Network Configuration (NMV)  

 

 

To configure a network interface in the NMV, mouse-over Settings and then choose Network. On the 

resulting page, similar to the one pictured above, pick the interface you wish to configure from the list 

by clicking its interface name (for instance, e1000g2), which will result in this page: 
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HŜǊŜ ȅƻǳ Ŏŀƴ ǇƛŎƪ ŀ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ƳŜǘƘƻŘ ƻŦ άstatέΣ ǎƘƻǊǘ ŦƻǊ άStatic IP Assignmentέ ƻǊ ΨŘƘŎǇΩ, which 

ǿƛƭƭ ŀǘǘŜƳǇǘ ǘƻ ŎƻƴŦƛƎǳǊŜ ǘƘŜ ƛƴǘŜǊŦŀŎŜ ǳǎƛƴƎ 5I/tΦ ²ƛǘƘ άǎǘŀǘέΣ ǘȅǇŜ ƛƴ ǘƘŜ ǇǊƻǇŜǊ Lt ŀŘŘǊŜǎǎΣ ǎǳōƴŜǘ 

mask, and MTU settings (usually 1500, unless utilizing jumbo frames), and then hit Save to set it up. Bear 

in mind, if the iƴǘŜǊŦŀŎŜ ȅƻǳΩǊŜ ŎƻƴŦƛƎǳǊƛƴƎ ƛǎ ǊŜǎǇƻƴǎƛōƭŜ ŦƻǊ ŀƴȅ ƭƛǾŜ ǘǊŀŦŦƛŎΣ ƛǘ ǿƛƭƭ ōŜ ƛƴǘŜǊǊǳǇǘŜŘΦ !ƭǎƻΣ ƛŦ 

ǘƘŜ ƛƴǘŜǊŦŀŎŜ ƛǎ ǘƘŜ ƻƴŜ ȅƻǳΩǊŜ ŎǳǊǊŜƴǘƭȅ ǳǘƛƭƛȊƛƴƎ ǘƻ ǊŜŀŎƘ ǘƘŜ ƳŀƴŀƎŜƳŜƴǘ ¦L ŀƴŘ ȅƻǳ ŎƘŀƴƎŜ ƛǘǎ 

settings, you will need to go to the new IP you set up on the interface to continue to use the UI (it will 

not automatically forward your browser to the new IP). 

 

Target Portal Group Configuration  
The next step is to build the two Target Portal Groups (TPG). Each TPG will contain one of the IP 

ŀŘŘǊŜǎǎŜǎ ǿŜΩǾŜ ŀƭǊŜŀdy configured. Target Portal Groups define one or more IP addresses that any 

Target linked to them may listen on (a Target can belong to more than one TPG, though in this example 

we will not utilize this). Create two Target Portal Groups, defining one of your IPs for each. In this 

ŜȄŀƳǇƭŜΣ ǿŜ ŎǊŜŀǘŜ ŀ άǘǇƎлέ ǿƛǘƘ ǘƘŜ Lt млΦмллΦмΦмл ŀǎ ǘƘŜ ƻƴƭȅ Lt ƛƴ ƛǘ, ŀƴŘ άǘǇƎмέ with the IP 

10.200.2.10 as the only IP in it. 
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The purpose of Target Portal Groups is to limit visibility of Targets to the IP addresses of any/all Target 
Portal Groups they are members of (and not to IPs they are not). Unfortunately, as of NexentaStor 3.1.3, 
COMSTAR, the SCSI target mode framework utilized by Nexenta, does not properly obey the purpose of 
TPGs. Targets that exist and are limited to specific Target Portal Groups still are visible to clients 
attempting to connect to other IPs on the system rather than those that are part of the TPG. This is a 
known issue, but will not affect the ability to follow this guide. Also, it is still a best practice to create 
these TPGs for when they do become functional. 

 

TPG Configuration (NMC) 

As of NexentaStor 3.1.3, it is not possible to manipulate Target Portal Groups in NMC. They must be 

configured in the web GUI. 

TPG Configuration (NMV) 

To configure, mouse-ƻǾŜǊ άData Managementέ ŀƴŘ ǘƘŜƴ ŎƭƛŎƪ ƻƴ άSCSI Targetέφon the resulting page, 

ŎƭƛŎƪ ƻƴ ǘƘŜ άTarget Portal Groupsέ ƭƛƴƪ ƛƴ ǘƘŜ ƛ{/{L ōƻȄ ƻƴ ǘƘŜ ƭŜŦǘ ƻŦ ǘƘŜ ƛƴǘŜǊŦŀŎŜΦ LŦ ȅƻǳΩǾŜ ƴŜǾŜǊ 

configured a Target Portal Group before, you will see something like this: 

 

/ƭƛŎƪ ǘƘŜ ǎƳŀƭƭ άhereέ ƭƛƴƪ ŀǘ ǘƘŜ ŜƴŘ ƻŦ ǘƘŜ ά¸ƻǳ Ŏŀƴ ŎǊŜŀǘŜ ŀ ƴŜǿ ƻƴŜ ƘŜǊŜ.έ ǎŜƴǘŜƴŎŜ ǘƻ ƎŜǘ ǘƻ ǘƘŜ 

creation page, and populate it as shown here: 
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¢ƘŜƴ Ƙƛǘ άCreateέΦ ¸ƻǳΩƭƭ ŜƴŘ ǳǇ ōŀŎƪ ŀǘ ǘƘƛǎ ǇŀƎŜΣ ƭƻƻƪƛƴƎ ƭƛƪŜ ǘƘƛǎΥ 

 

As you can see, the page has changed slightly. Most notably, in addition to listing your new Target Portal 

DǊƻǳǇ άǘǇƎлέΣ ǘƘŜ άŎǊŜŀǘŜέ ƭƛƴƪ ƴƻǿ ŜȄƛǎǘǎ ƛƴǎǘŜŀŘ ƻŦ ǘƘŜ ƻƭŘ άƘŜǊŜέ ƭƛƴƪ ŦǊƻƳ ōŜŦƻǊŜΦ /ƭƛŎƪ ǘƘŜ άCreateέ 

link and fill in the information again, but this time creating the second TPG with the 10.200.2.10 IP 

address. Note that the name of a Target Portal Group is entirely unimportantτyou can name them 
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whatever you wish within the constraints of the system (we recommend sticking to short, alpha-numeric 

names for ease of administration). Also note that more than one IP address can be specified on a TPG by 

typing a comma ( , ) followed by another IP, etc., though that is not necessary for this example. When 

ȅƻǳΩǾŜ ŎǊŜŀǘŜŘ ǘƘŜ ǎŜŎƻƴŘ ¢ŀǊƎŜǘ tƻǊǘŀƭ DǊƻǳǇΣ ǘƘŜ ǇŀƎŜ ǎƘƻǳƭŘ ƭook similar to this:  

 

 

Target Configuration  
Having created the network interfaces and Target Portal Groups limited to the necessary IPs, the next 

step is to create the iSCSI Targets themselves. iSCSI Targets are what iSCSI Initiators (clients) connect to. 

Target Configuration (NMC)  

In NMC, iSCSI Targets are created using the άsetup iscsi targetέ command, which then will lead you 

through a set of menus. Here is how it starts: 
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Choose the Create option here, and then fill in the menu options. Note that you Ŏŀƴ ƭŜŀǾŜ ǘƘŜ άTarget 

Nameέ  ŀƴŘ άTarget Aliasέ ŜƳǇǘȅ ƛŦ ȅƻǳ ǿƛǎƘΦ [ŜŀǾƛƴƎ άTarget Nameέ ŜƳǇǘȅ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ƎŜƴŜǊŀǘŜs a 

ǾŀƭƛŘ LvbΣ ŀƴŘ άTarget Aliasέ ƛǎ ƳŜǊŜƭȅ ŀƴ ǳƴǳǎŜŘ ƭŀōŜƭ ǘƻ ŀǎǎƛǎǘ ǿƛǘƘ ƛŘŜƴǘƛŦƛŎŀǘƛƻƴ ōȅ ƘǳƳŀƴ 

administrators on the NexentaStor appliance and is not required for operation. When it gets to the 

άTarget Portal Groupsέ ǎŜŎǘƛƻƴΣ ǘȅǇŜ ƛƴ άtpg0έ όǿƛǘƘƻǳǘ ǉǳƻǘŜǎύΣ ƻǊ ǿƘŀǘŜǾŜǊ ȅƻǳ ƭŀōŜƭŜŘ ǘƘŜ ŦƛǊǎǘ ¢ŀǊƎŜǘ 

Portal Group, as shown here: 
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This will create the iSCSI Target (it can take a minute to complete this action, be patient). Repeat this 

again with άsetup iscsi targetέ and go through the steps for the second Target. BŜ ǎǳǊŜ ǘƻ ŎƘƻƻǎŜ άǘǇƎмέ 

(or whatever you labeled the second Target PoǊǘŀƭ DǊƻǳǇύ ǿƘŜƴ ǇǊƻƳǇǘŜŘΣ ŀƴŘ ƴƻǘ άǘǇƎлέ. 

Target Configuration (NMV)  

/ƻƴŦƛƎǳǊƛƴƎ ƛ{/{L ¢ŀǊƎŜǘǎ ƛƴ ba± ƛǎ ŘƻƴŜ ōȅ ƳƻǳǎƛƴƎ ƻǾŜǊ άData Managementέ ŀƴŘ ǎŜƭŜŎǘƛƴƎ άSCSI 

TargetέΣ ǘƘŜƴ ŎƭƛŎƪƛƴƎ άTargetsέ ŦǊƻƳ ǘƘŜ ƛ{/{L ōƻȄ ƻƴ ǘƘŜ ƭŜŦǘ ƻƴ ǘƘŜ ǊŜǎǳƭǘƛƴƎ ǇŀƎŜΦ LŦ ȅou have no 

ŜȄƛǎǘƛƴƎ ¢ŀǊƎŜǘǎΣ ȅƻǳΩƭƭ ƎŜǘ ŀ ǇŀƎŜ ŀƪƛƴ ǘƻ ǘƘƛǎΥ 

/ƭƛŎƪ ǘƘŜ άhereέ ƭƛƴƪ ƛƴ ǘƘŜ ά¸ƻǳ Ŏŀƴ ŎǊŜŀǘŜ ŀ ƴŜǿ ƻƴŜ ƘŜǊŜέ ǎŜƴǘŜƴŎŜ ǘƻ ƎŜǘ ǎǘŀǊǘŜŘΣ ǊŜǎǳƭǘƛƴƎ ƛƴ ŀ ǇŀƎŜ 

like this: 
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When creating an iSCSI Target, you can choose to leave all the fields blank (just hit Create) and it will 

automatically populate the Name with a proper IQN, and leave the ŀƭƛŀǎ ōƭŀƴƪ όŀǎ ƛǘΩǎ Ƨǳǎǘ ŦƻǊ 

identification purposes within the appliance and not functionally required). In our example, we can go 

ahead and leave Name blank and let it auto-generate an IQN for us, and leave Alias blank for this. Auth 

method has to do with the use of CHAP or RADIUS for authentication of iSCSI, neither of which is within 

the scope of this guide so we also will ƭŜŀǾŜ ƛǘ ŀǎ άƴƻƴŜέ (this is very common, even in production 

deployments). Bǳǘ ǿƘŀǘ ǿŜ Řƻ ǿŀƴǘ ǘƻ Řƻ ƛǎ ŎƘŜŎƪ ǘƘŜ ŎƘŜŎƪōƻȄ ƴŜȄǘ ǘƻ ΨǘǇƎлΩ ǘƻ ŀŘŘ ǘƘƛǎ ƴŜǿ ¢ŀǊƎŜǘ ǘƻ 

the first Target Portal Group we created earlier. 

We only want to add it to tpg0, the first group, and not to tpg1 as well. Once ŘƻƴŜΣ ȅƻǳΩƭƭ ǎŜŜ ŀ ǎŎǊŜŜƴ 

similar to this one: 
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wŜǇŜŀǘ ǘƘƛǎ ŀƎŀƛƴ ōȅ ŎƭƛŎƪƛƴƎ ǘƘŜ άCreateέ ōǳǘǘƻƴ ŀƴŘ ŎǊŜŀǘƛƴƎ ŀƴƻǘƘŜǊ ¢ŀǊƎŜǘΣ ǳǎƛƴƎ ǘƘŜ άǘǇƎмέ ¢ŀǊƎŜǘ 

Portal Group assigned to the second Target. When complete, you should have two Targets, each 

belonging to a different one of the two Target Portal Groups. It will look something like this: 
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Target Group Configuration  
Having created the Targets and Target Portal Groups, the next step is to add both Targets into a Target 

Group. Not to be confused with a Target Portal Group (which just designates the IP addresses Targets 

may listen on), Target Groups are part of the LUN mapping configuration. When mapping Zvols for 

exposure to clients, the key part is LUN mapping. When mapping, one must specify the Zvol to expose, 

the Initiator Group it is to be exposed to, and the Target Group it is to be exposed to. By allowing 

exposure based on both Initiator Groups and Target Groups, a great deal of flexibility is exposed in terms 

of which Zvols to expose to which clients, ōŀǎŜŘ ƻƴ ōƻǘƘ ǘƘŜ ŎƭƛŜƴǘΩǎ ƛƴƛǘƛŀǘƻǊ ƴŀƳŜ ŀƴŘ ǘƘŜ ǘŀǊƎŜǘ ƛǘ ƛǎ 

attempting to access. 

In this part of the example, we will create a single Target Group containing both Targets (since we know 

the two Targets to essentially be a group; they exist independently solely to allow the LUNs exposed 

through them to be accessible from two IPs at once, and are thus related to each other). We will call it 

άatLh DǊƻǳǇ мέΣ ōǳǘ ŀƴȅ ƴŀƳŜ ƛǎ ŦƛƴŜΦ  

Target Group Configuration (NMC)  

As of 3.1.3, the NMC cannot currently configure any part of LUN mappingsφthis includes Initiator 

Groups, Target Groups, and creating mappings from Zvols. All of this must be done within the web GUI. 

Target Group Configuration (NMV)  

.ȅ ŎƭƛŎƪƛƴƎ ƻƴ ǘƘŜ άTarget groupsέ ƭƛƴƪ ƛƴǎƛŘŜ ǘƘŜ {/{L ¢ŀǊƎŜǘ ōƻȄ on the page you were on before, you 

should be presented with a page similar to this: 
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.ȅ ŎƭƛŎƪƛƴƎ ǘƘŜ άhereέ ƭƛƴƪ ƛƴ ǘƘŜ ά¸ƻǳ Ŏŀƴ ŎǊŜŀǘŜ ŀ ƴŜǿ ƻƴŜ ƘŜǊŜέ ǎŜƴǘŜƴŎŜΣ ȅƻǳ ǿƛƭƭ ōŜ ǇǊŜǎŜƴǘŜŘ ǿƛǘƘ 

the Target Group creation page:  

 

hƴ ǘƘƛǎ ǇŀƎŜΣ ŎǊŜŀǘŜ ŀ ƴŜǿ ƎǊƻǳǇ ōȅ ǘȅǇƛƴƎ ƛƴ ŀ ǳƴƛǉǳŜ DǊƻǳǇ bŀƳŜ όǿŜΩƭƭ ōŜ ǳǎƛƴƎ άatLh DǊƻǳǇ мέ ŦƻǊ 

this example, but the name is not important) and check both the Targets you created earlier (the only 

two in this example) and hit άCreateέ. This will set up a Target Group containing these two Targets 

(which, in turn, are each a member of a separate Target Portal Group). This will handle the Target side of 

the LUN mapping setup. The created Target Group should land you on a page similar to this, at which 

poƛƴǘ ȅƻǳΩǊŜ ŘƻƴŜ ǿƛǘƘ ¢ŀǊƎŜǘ DǊƻǳǇǎΥ  

 

                    

Zvol Mapping  
Having configured two interfaces with distinct IP addresses, created two Target Portal Groups each set 

up for one of those IP addresses, set up two Targets, and bound one to each TPG, and created a TG 

(Target Group) containing both Targets, the final step is to map a Zvol. For the purposes of this guide, let 
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us assume a Zvol already exists (you can create one using the άZvols -> Createέ ƭƛƴƪ ƻƴ ǘƘŜ ǇŀƎŜ ȅƻǳΩǊŜ 

already on, but more information on that is contained in the Nexenta User Guide). For this example, our 

½Ǿƻƭ ƛǎ ŎŀƭƭŜŘ άtestzvol1έ. 

Let us further assume for the purposes of this guide that we want the LUN we are about to expose to be 

accessible to any client, so no Initiator Group setup is required. If we wished to limit the clients who 

could see this LUN, we would simply create an Initiator Group containing only the allowed Initiator IQNs 

and use that when mapping out the Zvol.  

Zvol Mapping (NMC) 

As of 3.1.3, mapping cannot be accomplished in the NMC. 

Zvol Mapping (NMV) 

¢ƻ ŎǊŜŀǘŜ ŀ ƳŀǇǇƛƴƎΣ ŎƭƛŎƪ ƻƴ άMappingsέ ƻƴ ǘƘŜ ǎŀƳŜ ǇŀƎŜ ȅƻǳ ŀǊŜ ŀƭǊŜŀŘȅ ƻƴΣ ǘƘŜƴ ƻƴ άhereέ ƻǊ 

άCreateέ ŘŜǇŜƴŘƛƴƎ ƻƴ ƛŦ ŀƴȅ ƳŀǇǇƛƴƎǎ ŀƭǊŜŀŘȅ ŜȄƛǎǘΦ Lƴ ƻǳǊ ŜȄŀƳǇƭŜΣ ƴƻ ƳŀǇǇƛƴƎǎ ŜȄƛǎǘΣ ŀǎ ǎƘƻǿƴ ƘŜǊŜΥ  
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Upon ŎƭƛŎƪƛƴƎ άhereέΣ ŀ ŘƛŀƭƻƎ ōƻȄ ǿƛƭƭ ŀǇǇŜŀǊ ǿƛǘƘ four choices: 

¶ Zvol to expose 

¶ Initiator Group for this exposure 

¶ Target Group for this exposure 

¶ LUN ID (leave <AUTO> or blank for auto-assignment) 

 

You can create multiple mappings for any Zvol, so you can imagine the flexibility. For the purpose of this 

guide, however, we chose our quorum-disk Zvol όǊŜǎƛŘƛƴƎ ƻƴ ŀ ±ƻƭǳƳŜ ŎŀƭƭŜŘ άtestpool1έύΣ ǎǇŜŎƛŦƛŜŘ ǘƘŜ 

ƳŀƎƛŎ άAllέ for Initiator Group (meaning any initiator can see it if it meets the prerequisites established 

by our Target Group ŎƘƻƛŎŜ ŀǎ ǿŜƭƭύΣ ǎǇŜŎƛŦƛŜŘ ƻǳǊ άMPIO Group 1έ as the Target Group and left LUN ID 

blank (which, in the absence of any other mappings, defaulted to LUN 0). Populated, our example looks 

like this: 
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And upon hitting άCreateέΣ ǿŜΩǊŜ ǇǊesented with this mappings summary page:  

 

This confirms for us that a new mapping now exists for the testpool1/testzvol1 Zvol, offered up as LUN 0 

ǘƻ ŀƴȅ ƛƴƛǘƛŀǘƻǊ όŎƭƛŜƴǘύ ǿƘƻ ŎƻƴƴŜŎǘǎ ǘƻ ŀƴȅ ƻŦ ǘƘŜ ¢ŀǊƎŜǘǎ ƛƴ άMPIO Group 1έΦ 
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Nexenta Configuration Syno psis 
At this point, we have: 

¶ Set up two network interfaces with distinct IP addresses. 

¶ Configured a Target Portal Group for each IP address. 

¶ Created two Targets, each bound to one of the Target Portal Groups. 

¶ Created a Target Group containing both Targets. 

¶ Mapped a Zvol to be exposed on that Target Group to all Initiators (clients) that connect. 

So now, the entire NexentaStor configuration to allow an MPIO iSCSI LUN to exist is in play. No extra 

configuration is required to inform NexentaStor of the desire for MPIOτit now is up to the client to 

properly understand what is happening. The rest of this guide is devoted to configuring various common 

clients for iSCSI multipathing. 
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Windows  

Server 2008 R2 
This version of Windows Server has built in iSCSI MPIO support, but it must be enabled (it is not enabled 

by default on Windows). To enable it, first go to Start -> Administrative Tools -> Server Manager, as 

shown:  

 

Within the Server Manager, go to the Features section and choose to άAdd Featuresέ:  
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hƴ ǘƘŜ ǊŜǎǳƭǘƛƴƎ ǇŀƎŜΣ ŦƛƴŘ άMultipath I/Oέ and select it to install, as shown below. 




















































































