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Document Overview

The purpose of this document is to provide recommendations and configuration instructions for setting
up iISCShultipathingon both a NexentaStor Enterprise appliance and various common client operating
systems. This document provides sanengrdized configuration options; they should be suitable in
most environments (but not all, so when in doubt, please readh@a certified and experienced

Nexenta professional).

The primary purpose of this guide is to cover how to set up NexentaStor properly for multipath iISCSI
environments. While we have taken the additional step of providing simple instructions for
configuation of iISCSI MPIO on various client systems, this document should not be looked at as a
replacement for documentation from the various vendors of these client systems. Many vendors have
significant and detailed instructions for configuring and enabimdtipath on iISCSI on their platforms,
and we highly advise locating any such documentation for your chosen plaifatmxists.
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MPIO Design

LG Aa AYLRNIIFIYyG G2 dzyRSNARGIYR ¢6KIFIdG AG A& 6SQNB
anddeployment of MPIO on an iSCSI network can have a significant impact on both uptime and
performance. Improper configuration can lead to absolutely no benefit, and even potentially some
performance penalty. At a bare minimum, MPIO requires the following:

1 Two separate IRddresse®n the NexentaStor appliance
1 Two separate IP addresses on any client doing MPIO

Client Nexenta

Ethernet Network Port Ethernet Network Port

ol - p(011 “ NIC
NIC H T P (10.2.2.2

The above picture represengl that istechnicallyrequired to do iISCSI MPIThis sort of setup has
(unfortunately) been seen many times, aofien is seen by Nexenta because of problems that arise
because of this sort of setup (or, because the client complains that having configured MPIO like the
above, they are seeing no improvement in performance or that the loss of a single piece ofupis set
still led to downtime despite the existence of MPIO). The above setup is ultimately to blame, and it is
not goingto be of much use to you if all that is done is configuve IP addresses on a single interface
on both sides and set up MPI@hile MPIQwould functionon a technical levethe lack of any
redundancy in client, server, or network between the tmeans the two paths are both utilizing all the
same hardware, and thuso benefits areachieved by doing this.

Amore sane set of minimum requéments would be:

1 Two separate network interfaces on the NexentaStor appliance
9 Two separate network interfaces on any client dalBgGSMPIO
1 [optional, but strongly encouraged] The two network interfaces are plugged into separate
physical networks (differ® switches), thus making both networks completely separate at a
physical level
0 [optional, rarely seen] The switches are of different manufacturer
0 [optional, rarely seen] The NdG@re of different manufacturer

The picture below attempts to capture this some degree:
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Client MNexenta
Ethernet Network Ports Ethernet Network Ports

\
NIC — IP (10.1.1.20) D. 1.1) <
NIC — IP(1 Q IP(10.2.2.1) <—

The rest of this gide is based upon this exampléwo separate interfaces on the Nexenta appliance
and on each client, with each interface plugged into a separate physical network (no ability to talk to the
other subnet from either interfacegnly from the proper interface)Another example of this good setup:

_Nﬁiﬁm[’:-.l

i1

Qient dient

NexentaSor

This diagram shows the two separate networks (A & B) connected from each client and NexentaStor;
this provides both path redundancy and switch redundancguasng there a& one or more switches
on each etwork), and may increase performance by as much as double that of a single link.
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The same setup, but with double the redundancy (and also double the performance, assuming all
interfaces are the same speed ialually) is diagramed below:

Network A ()

Y

dient Qient Qient

___NetworkB (]

NexentaSor

This diagram shows how there dwmo separate connections (green and blue, with shading to
differentiate the two connections to each) from both NexentaStor and the clients to each network
(Network A and Network B). This setup would requdoer separate ports on each of the clients and
NexentaStor machines, but would provide path redundancy within each nepasnell as network
redundancy. Ad, while not technically covered by this guide, athitlkthanges is the addition of more
interfaces, Targetsand Target Portal Groups on NexentaStor and more interfaces and paths on the
client installations.
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Nexenta Setup

First we will step through how to configure the NexentaStor applisgisceSCSI MPIO. This section will
show how to do this in both the NMC and the NMV interfaces of NexenatStor (as of Nexenta version
3.1.3).

Fundamentally, the following things must be done to enable MPIO in a proper manner on NexentaStor:

1) Configure twoseparate network interfaces

2) Create Target Portal Groups for each network interface (IP)
3) Create two iSCSI Targets

4) Create a Target Group

5) Map a Zol outof that Target Group

The steps for completing all of this are contained within this section of the gusileg(example IP
addresses). Where possible, instructionsiioth NMC and NMV are provided/ou need not do both,
merely use whichever Ul you are more comfortable with.

Network Configuration

First step is configuring the network interfaces. For the purpaddhis examplgwe will be using the

network interfaces e1000g2 and e1000g3. The e1000g2 interface is on the 10.100.1.x subnet (a class C,
subnet 255.255.255.0) and the e1000g3 interface is on the 10.200.2.x subnet (a class C, subnet
255.255.255.10 Both subnets reside on completely separate physical switching infrastructure, and

cannot talk to one another (no route exists between the two subhets

It is strongly preferred that you mimic this design in terms of using sepaeat® subnets; using mufile
IPs from the same subnet can lead to default routes that negate much of the point of MPIO.

The guestioralsohas been posed if these IP addresses must reside on physical interfaces, or if they
insteadcould be on aggregates. Technicalhey could beon aggregates (provided by LACP or IPMP),
but that is outside the scope of this document (and if iISCSI is the only intended use for the network,
ultimately often an extra complication with zero return, since i3@™=Dalready deals with path loss
itself, negating the need for that by any underlying technolpgy
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Network Configuration (NMC)

nncPnyhost /S setup network interface el000g2Z

Option 7 =static

c1000gs2 IP address : 10.100.1.10

el1000gZ2 netmask P 255.255.255.0

e1000gZ mtu 1500

Enabling el00dgs as 10.100.1.10-.255.255.255.0 ntu 1500

nncPnyhost /S setup network interface el000g3

Option 7 =static

c1000g3 IP address : 10.200.2.10

e1000g3 netmask P 255.255.255.0

e1000g3 nmtu 1500

Enabling el00dgd as 10.200.2.10-.255.255.255.0 ntu 1500

nnc@nyhost /S

As the above picture shows, configuring network interfaces in NMC is simply a matter ofdsgting

network interface <interface® and following the prompts. Yoalsocan just typessetup network

interfaceé YR G KSyYy LIAO1 GKS AYyUiSNFIFIOS FNRY GKS NBadzZ Ay
unsure what interfaces you have). If you have any question about which interfaces are connected, try

typing Gshow nework deviceg, which has &TATEectionthatd K 2 dzf Rup& KB #NJal y& RSOAOS
has been plugged in.
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Network Configuration (NMV)

About | Support | Add Capacity | Register | Help

@ Status | SECLTEN @ Data Management | @ Analytics

[#3 Appliance = Network 3¢ Misc. Services | Disks & Users 3 Preferences (& Console [=|Viewlog <& Jobs
T

Summary Network Interfaces:

Summary Network Settings

Create Interface Type Configuration Primary Actions

Creats Network Interface 100090 physical Using DHCP as 10.0.2.15/255.255.255.0 @ [ T7]

s cal us C —

Setup Default Gateway e1000g1 physical Using DHCP as 192.168.56.102/255.255.255.0 3

Sy — €1000g2 physical Configured as 10.100.1.10/255.255.255.0 with mtu 1500 o [ 5]

SR VAN SRS e1000g3 physical Configured as 10.200.2.10/255.255.255.0 with mtu 1500 o [ =
SSH-Bind

Bind remote hostvia SSH S55H Bound Hosts:

SSLILDAP-Bind

LG erELEIPREEL No SSH bound hosts found. You can bind a new one here.

Configured Network Interfaces hd

€1000q0
Using DHCP as 10.0.2.15/255.255 255.0

21000q1
Using DHCP as
192.168.56.102/255.255.255.0

SSL-LDAP Bound Hosts:

No SSL-LDAP bound hosts found. You can bind a new one here.

e1000g2
Configured as 10.100.1.10/255.255.255.0
with mtu 1500

e1000g3
Configured as 10.200.2.10/255.255.255.0
with mtu 1500

To configure a network interface in the NMV, mowmesr Settingsand then choos&letwork. On the
resulting page, similao the one pictur@ above, pick the interface you wish to configure from the list
by clicking its interface name (for instance, €1000g2), which will result in this page:
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About | Support | Add Capacity | Register | Help

@ Status « SELWLGMEE @ Data Management | @ Analytics

[ Appliance s Network 3¢ Misc. Services |\ Disks  fjUsers 3¢ Preferences Console [=|View log - 2Jobs
e

Summary Configuration method: | stat [~

Summary Network Settings

Create IP Address |10.100.1.10

Create Metwork Interface Statically azzigned IPv4 address in a dot-decimal notation (¥.##.#).

Gateway SubnetMask [255 255 255 ()

Setup Default Gateway Statically assigned subnet mask in a dot-decimal notation (43 # %),

Name Servers

Setup Name Semvers MTU 1500 . . . . ; .

To enable Jumbo Frames, enter MTU in the following byte range [1500:16000]. Warning! Driver update will be required. All

5 SH-Bind connections through the correzponding interfaces may experience delays or may get dropped.

Bind remaote host via 55H

SSLILDAP-Bind Save Unconfigure

Bind remote hostvia LDAP & SSL

Configured Network Interfaces hd

e1000q0
Using DHCP as 10.0.2.15/255.255.255.0

e1000g1
Using DHCP as
192.168.56.102/255.255.255.0

e100002
Configured as 10.100.1.10/255.255 255.0
with mtu 1500

2100003

Configured as 10.200.2.10/255.255.255.0
with mtu 1500

HSNBE &2dz OFy LAOL I sty Ta K3kl IFBsNheot S RKDRIRE T 4

gAff FOGSYLW G2 O2yFA3IdzNB (KS AYyiSNFI OS dzaAy3a 51/
mask, and MTU settings (usually 1500less utilizig jumbo frames), and then Hgaveto set it up. Bear
inmindifthely G SNF I OS &2dzQNBX O2y FAIdzNAYy3I Aa NBaLRyairofsS
GKS AYGSNFIFIOS Aa (GKS 2yS @22dzQNB OdzNNBy Gt e dziAat Al A
settings, you will need to go to the new IP you set up anititerface to continue to use the Ul (it will

not automatically forward your browser to the new IP).

Target Portal Group Configuration

The next step is to build the two Target Portal Groups (TPG). Each TPG will contain one of the IP

I RRNB a a S a dyed@fiy@eél. TargeNEdital Groups define one or more IP addresses that any

Taget linked to them may listen ofa Target can belong to more than one TPG, though in this example

we will not utilize this). Create two Target Por@&oups, defining one ofoyr 1B for each. Inhis

SEFYLX S 6S ONBIGS | aiGLANE 6ATR OVtBIEME Mnodmnn dmod
10.200.2.10 as the only Iih it.
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The purpose of Target Portal Groups is to limit visibility of Targets to the IP addresses bfTamgkt
Portal Groups they ammembers of (and not to Bthey are not). Unfortunatelyas of NexentaStor 3.1.3
COMSTAR, the SCSI target mode framework utilized by Nexenta, doespetypobey the purpose of
TPG. Targets that exist and are limitenl $pecific Target Portal Grougsll are visible to clients
attempting to connect to other I$on the systemather than those that are part of the TPG. This is a
known issue, but will not affect the ability to follow this guide. Also, it is stillshgyactice to create
these TP& for when they do become functional.

TPG Configuration (NMC)
As of NexentaStor 33,.it is not possible to manipulate Target Portal Groups in NMC. They must be
configured in the web GUI.

TPG Configuration (NMV)

To configuremouse2 @ PDidth Managemerd | YR @ (KASOS! Ta2ggp on the resulting page,

Ot A O] TagetPori@&Groaps f Ayl Ay GKS A{/{L 062E 2y G(KS tS87¥i
configured a Target Portal Group before, you will see somethiagHik:

About | Support | Add Capacity | Register | Help

@ Status | @ Settings | SJEIENELELE LA @ Analytics
({jData Sets [y Shares 3 SCSlTarget Auto Services %% Runners Console [=|Viewlog . 3Jobs
Mappings Target Portal Groups:
Manage mappings.
" No iSCSI TPGs available. You can create a new one here.
Initiator groups

Manage groups of remote initiators.

Target groups
Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSI target default parameters.

I £t A0 lhe&g& HEWIYEE Fdd GKS SyR 27F (KS &S y20d8 yad S/ (NI SidS
creation page, and populate it as shown here:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L JIE O S ElEG) Data Management G0 WG ETTS
iy Data Sets [ Shares 3¢ SCSITarget %5 Auto Services &% Runners [ Console [=| View log 3 Jobs
Mappings
Narags mappinge. vame

Identifier for TPG
Initiator groups
Manage groups of remote initiators Addresses |1 0.100.1.10

List of IPv4 portals specified in “address]:port][,...]" format.

Target aroups
Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (vitual block device).

I

iSCST
Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSI targets

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters

¢ KSy Criakalid ¢, 2dzQf £ SyR dzLJ 61 01 Fd GKA& LI 3ASET

5

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

@ Status | @ Settings | SEEIERVELELE ELIE @ Analytics
[{gData Sets [y Shares 3¢ SCSITarget i Auto Services % Runners Console [=|Viewlog +3Jobs
Mappings Target Portal Groups [create]
Wanage mappings.

tpg0 [delete]

Initiator groups
Wanage groups of remote initiators # IP Address Port
Target aroups 1 10.100.1.10 3260
Wanage groups of local targets.

I

Zvols
View
View zvols

Create
Create a new zvol {virtual block device)

Remote Initiagtors
Ianage iSCS| remote initiators.

Targets
Wanage iSCSI targets.

Target Portal Groups
Ianage iSCSI target portal groups.

Defaults
Wanage iSCSI target default parameters.

f221AY:

As you can se¢he page has changed slightlyost notably, in addition to listing your new Target Portal
DNRdzZL) ¢ LIAnér GKS GONBI(ISE tAy]l y26 SEXGeatE AyadSt

link and fill in the information again, but this time ctiew the second TPG with the 10.200.2.10 IP
address. Note that the name of a Target Po@abup is entirely unimportamt you can name them
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whatever you wish within the constraints of the system (we recommend sticking to short -alharic

names for easef administration) Also note that more than one IP address can be specified on a TPG by

typing a comma () followed by another IP, etcthough that is not necessary for this example. When

82dz2Q08S ONBFUSR UKS aSO2yR ¢obksBifuto this2 NI I £ D NER dzLJz

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L I ELTEREN BT V) Data Management @80 G ENRTS

(ijData Sets [l Shares 3¢ SCSITarget % Auto Services % Runners Console [=|Viewlog - :Jobs
Mappings —Target Portal Groups [create]
Manage mappings. o
tpgl L 1
Initiator groups
Manage groups of remote initiators. # IP Address Port
Target groups 1 10.200.2.10 3260
Manage groups of local targets.
tpg0o [delete]
ECRY  +  readiress pom
View 1 10.100.1.10 3260
View zvols.
Create

Create a new zvol (virtual block device).

Remote Initiators
Manage ISCSI remote initiators.

Targets
Manage ISCSI targets.

Target Portal Groups
Manage ISCSI target portal groups.

Defaults
Manage ISCSI target default parameters.

Target Configuration
Having created the networikterfacesand Target Portal Grougisnited to the necessary #the next
step is to create théSCSTargets themselvesSCSI Targets are whaCSlnitiators (clients) connect to

Target Configuration (NMC)
In NMC, iSCSI Targets are created usingséwip iscsi target command, whichihen will lead you
through a set of menus. Here is how it starts:

Copyright © 2012 Nexenta® Systems, ALL RIGHTS RESERVED Pagel3
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ncenyhost: /S setup iscsi target

default

i}

Navigate with arrow keys (or hjkl), 'q’ or Cirl-C to quit
Create new i3CSI target

Choose theCreateoption here, and then fill in the menu options. Note thatyout y f STamst G KS a
Namet TafgBtAllas SYLJieé AT @& FaigetdanieK & Y[LEIIRG A VAl 2dvsal A O f £ &
gl f AR LTargebAlidsy R 4 YSNBf & |y dzydzaSR oSt G2 Faairad
administratas on the NexentaStor apptiaeand is not required for operation. When it gets to the

z

Grarget Portal Groups & SO0 A 2tpg&E OIS KRyYzlia ljdz2 1 Sa0>x 2N gKIFGS
Portal Group, as shown here:

ncBmyhost:#§ setup iscsi target
Option ? create

Target MName

uthorization Method

Target Alias

Target Portal Groups

Enter or edit Target Portal Groupsz. Leave empty to usze default one.. Press
Ctrl-C to exit.
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This will create the iISCSI Target (it can take a minute to complete this action, be patient). Repeat this

again withésetup iscsi target and go through thesteps for the second TargetSB & dzZNB (i 2

(or whatever you labeled the second TargeNdd | f DNR2 dzLJ0 ¢ KSyYy LINRYLIiSRX

Target Configuration (NMV)

/| 2y FAIdzZNRAY 3T A{/ {L ¢I NBSUG DataAManagemert Alay R23EBIS G
Target T G KSyTagetsh OANMBYE @BKS A{/ {L 02E 2y ouh&Bnof ST

SEAAGAY3I ¢ NBSGaz &2dzQff 3SG + LI IS 1Ay (2

About | Support | Add Capacdty | Register | Help Welcome Administrator | Logout

@ Status ¢ @ Settings ¢ SJUEIENNELELEELIE @ Analytics
[fjData Sets [ Shares 3 SCSITarget Auto Services i Runners Console [=|Viewlog -2 Jobs
Mappings No iSCSI targets available. You can create a new one here.

Manage mappings.

Initiator aroups
Manage groups of remote initiators.

Target qroups
Manage groups of local targets.

View

View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSl targets.

Target Portal Groups
Manage iSCSl target portal groups

Defaults
Manage iSCSltarget default parameters.

OK22as$s
I.

z

] t AOhereéi KEAYW] Ay (GKS &, 2dz Oy ONBIGS  ySg 2y

5

like this:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L A CUTENEN R Data Management @ JCLETTE
({jData Sets [y Shares 3 SCSITarget :Auto Services ) Runners Console [=|View log -3.Jobs
Mappings Name

Manage mappings.

An iSCS| Target Node is identified by itz Target Node Name, formatted in either IQN or EUI format (see RFC 3720). You can keep that field empty -

Initiator aroups the name wil be generated automatically.

Manage groups of remote initiators.
Target gqroups |Allas |
Manage groups of local targets.

An alternate identifier associated with a target node. The identifier does not need to be unigue.

frone 5]

hew Specifies the authentication methed to use for the target.
View vols iSCSI Target Portal Groups
Create [] tpg1(10.200.2.10:3260)

Create a new zval (virtual block device).

[] tpg0 {10.100.1.10:3260)

_ A list of Target Portal Group (TPG) identifiers that specifies the TPGs that an initiator can use to access a specific target.
Remote Initiators

Manage iSCSl remote initiators.

Targets
Manage ISCS| targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSl target default parameters.

When creating an iSCSI Target, you can choose to leave all the field§usahk Create and it will

automatically populate the Name with a proper IQN, and lethed: £ A & o6f I y1 o6l a AdQa 2
identification purposes within the appliance and not functionally required). In our example, we can go

ahead and leave Name blankdlet it autogenerate an IQN for us, and leave Alias blank for this. Auth

method has to do with the use of CHAP or RADIUS for authentication of iSCSI, neither of which is within

the scope of this guide so vasowillf ST @S A ((thid isiveryi ofihgh Seden in production

deployments). Bzi ¢ KI &G ¢S R2 6l yid (G2 R2 A& OKSO]l (GKS OKSO]
the first Target Portal Group we created earlier.

We only want to add it to tpg0, the first group, and not to tpgl as well. Bgey S &2 dzQf t &aSS |
similar to this one:
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Welcome Administrator | Logout

About | Support | Add Capacity | Register | Help

(TR BTG LTSN Data Management
(ijDataSets [ Shares 3¢ SCSITarget i Auto Services % Runners

SCSI Target w [l MANAGE ISCSI TARGETS

Mappings O # Target
Manage mappings.

Console [=|Viewlog - iJobs

Alias Target Portal Groups
ign.1986-03.com.sun:02:d61d5157-442a-46b0-be06-

Initiator groups o1 1
Manage groups of remote initiators. b72e037e680a
S ot

Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage ISCS| remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters.

Io=4

WSLISIF G GKA& | JCrdatg 0azi@2y0 1 HVyRI ONBS GA y 3 | y2IKSNI ¢ N
Portal Group assigned to the second Target. When complete, you should have two Targets, each
belonging toa different one of the two Target Portal Grouftswill look something like this:

About | Support | Add Capacity | Register | Help

Welcome Administrator | Logout

(B ELTERE BT LT ) Data Management
(f{jData Sets  [ifj Shares 3¢ SCSITarget & Auto Services i} Runners

SCSI Target v MANAGE ISCSI TARGETS

Console [=|Viewlog :Jobs

Manage groups of remote initiators.
a iqn.1986-03.com.sun:02:d61d5157-442a-46b0-be06-
Target groups U 2 h72e037e680a

Manage groups of local targets.

Bolat ] Groato |
View
View zvols.
Create

Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage ISCSI target portal groups.

Defaults
Manage iSCSI target default parameters.

Mappings [ # Target Alias Target Portal Groups
Manage mappings.

- iqn.1986-03.com.sun:02:1545f8f9-6e34-eleq4-b43a-
Initiator groups L1 aibdeasszase !

1
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Target Group Configuration
Having created the Targets and Target Portal Groups, the next step is to add both Targets into a Target
Group. Not to be confused with a Tatd?ortal Group (which just designates the IP addresses Targets
may listen on), Target Groups are part of the Lthiybping configuration. When mapping Zvols for
exposure to clients, the key pas LUNmapping. When mapping@ne must specify the Zvol to expe
the Initiator Group it is to be exposed to, and the Target Group it is to be exposed to. By allowing
exposurebased on both Initiator Groups and Target Groups, a great deal of flexibility is exposed in terms

of which Zvols to expose to which clients) a SR 2y 062G K (GKS Of ASyiQa

attempting to access.

AYAGA

In thispart of theexample, we will create a single Target Group containing both Targets (since we know
the two Targets to essentially be a group; they exist indeleatly solely to allow the LUNexposed
through them to be accessible from twodRt once and are thus related to each otheiWe will call it

datLh DNRdzL)J m¢ X

Target Group Configuration (NMC)
As of 3.1.3the NMC cannot currently confige any part of LUkhapping® this includes Initiator
Groups, Target Groups, and creatingppings from Zvols. All of this must be done within the web GUI.

Target Group Configuration (NMV)
@ Of A Ol Tagddgraups (I KAS/ 1 A Yy & A RS onithé Pagd ybu{were énlb@idBeSyidu
should be presented with a page similar to this:

6dzi Fye yIrYS Aa FAySo

@ Status
({jData Sets [ Shares 3 SCSlTarget

About | Support | Add Capacity | Register | Help

@ Settings
#&: Auto Services

() Data Management
&5 Runners [ console =] Viewlog i Jobs

@ Analytics

Welcome Administrator | Logout

Mappings
Manage mappings.

Initiator qroups
Manage groups of remote initiators.

Taroet aroups
Manage groups of local targets.

View
View zvols.

Create
Create a new zval (vitual block device).

Remote Initiators
Manage iSCSl remote initiators.

Targets
Manage iSCSltargets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSl target default parameters.

SCSI Target v MANAGE TARGET GROUPS

No available target groups. You can create a new one here.
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& Of Adwréy I AWRS Ay GKS
the Target Group creation page:

5

About | Support | Add Capacity | Register | Help

2dz Oy ONBIGS | vy

(V)]
™

Welcome Administrator | Logout

@ Status
2 SCSI Target

(TG Data Management

(3 Data Sets [y Shares Auto Services i Runners

Console [=|Viewlog - 2Jobs

SCSI Target - CREATE NEW TARGET GROUP

Create a new zvol (virtual block device).

hy GKA&a LI IS ONBIGS | ySé

Mappings —Parameters
Manage mappings.
GroupName[ ]
Initiator groups
Manage groups of remote initiators.
—Targets
Target groups
Manage groups of local targets. ] Target
) ign.1986-03.com.sun:02:1545f8f9-6e34-eled4-b43a-a1bd63982a49
_ (] ign.1986-03.com.sun:02:d61d5157-442a-46b0-bed6-b72e037e680a
View
View zvols.
Create

ANRdzLJ o0 €

oe

GeLAy3a Ay

this example, but the name is not important) and check both the Targets you created earlier (the only
two in this example) and hiCreate. This will setip a Target Group containing these two Targets

(which, in turn, are each a member of a separate Target Portal Group). This will handle the Target side of

the LUN mapping setup. The created Target Group should land you on a page similar to this, at which

poA Y (i

82dz2QNS R2yS

gAGK ¢ NBSI

D NZR dzLJa Y

About | Support | Add Capacity | Register | Help

Welcome Administrator | Logout

({3 Data Sets

L e TR BT T Data Management o 3V ETTT-)

[ Shares

#. sCsl Target

i Auto Services

% Runners

Console [=|Viewlog <& Jobs

Manage mappings.

Initiator groups
Manage groups of remote initiators.

Target groups
Manage groups of local targets.

—Target Groups [create]

SCSI Target - MANAGE TARGET GROUPS

Mappings

MPIO Group 1 [delete]
Alias Target Prot 1 = i Chat
:11nt;;.:§gég:;:§m.sun:02:l545f8f9-6&34-ele4-b43a- ISCSI 0 online
gl:iégg;;l;:g:m.sun:02:{161051 57-442a-46b0-be06- ES N e

View
View zvols.

Create
Create a new zvol (virtual block device).

Zvol Mapping

Having configured two interfaces with distinct IP addresses, created two Target Portal Groups each set

up for one of those IP addresses, set up two Targetd bound one to each TR&hd created a TG
(Target Group) containing both Targets, the final step is to map a Zvol. For the purposes of this guide, let
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us assume a Zvol already exists (you can create one usidg\vhks-> Creatéf A y |

2y

GKS LI 38

already on, but more infenation on that is contained in thiexenta User GuidieFor ths example, our

%2 f

AastzdIlEf £ SR &

Let us further assume for the purposes of this guide that we want the LUN we are about to expose to be
accessible to any client, so no Initiator Gragtup is required. If we wished to limit the clients who

could see this LN, we would simply create an Initiator Group containondy the allowed Initiator Q8!

and use that when mapping out the Zvol.

Zvol Mapping (NMC)

As 0f3.1.3 mapping cannot be aomplished in the NMC.

Zvol Mapping (NMV)
ONEBI GS |
RSLWISYRAY3 2y AT

¢ 2
¢Create

({3 Data Sets [l Shares

@ Status
2 SCSI Target

YWappinggy >y Qift KA 1a 12WS aLdk 3 S

About | Support | Add Capacity | Register | Help

@ Settings
Auto Services

by &

() Data Management
# Runners

Y LILA Yy 3 &

@ Analytics

[ console [=|Viewlog -3 .Jobs

& Bedz | NKJ
I £t NBI R&

Welcome Administrator | Logout

I f NBI F
SErxaG®

Mappings
Manage mappings.

Initiator groups
Manage groups of remote initiators.

Target aroups
Manage groups of local targets.

Mappings

SCSI Target v MANAGE MAPPINGS

View
Wiew zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCS| targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSI target default parameters.

No LUN mappings available. You can create a new one here.
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UponOf A CHerkéy>3 ta RA L f 23 offuEchdicast f | LILISE NJ g A K

Zvol to expose

Initiator Group for this exposure

Target Group for this exposure

LUN ID (leave <AUTO> or blank for sagesignment)

=A =4 =4 =

Zvol:

| ]
Initiator group:

| ]
Target group:

| ]
LUN #:

| <AUTO= |

., ~

| Create || Cancel |

P ~

You can create multiple mappings for any Zvol, so yoursagine he flexibility. For the purposef this

guide, however, we chose our quorutisk Zvob NS a A RAy 3 2y testpoal2 D dzY § LISIOR F § B R¢
Y I 3 Alfordnitiator Group (meaning any initiator can see it if it meets the prerequisites estatlis

by our Target Group K2 A OS | & ¢ S tMPIO Broup L1 ha Faig& Broud dalJefLUN ID

blank (whichin the absence of any other mappingkefaulted to LUN 0). Populated, our example looks

like this:
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| testpooll /testzvaoll | w |
Initiator group:
| Al |~ |

Target group:
| MPIO Group 1 |~ |

LUN #:
| <AUTO> |

S -

Create || Cancel |

And upon hittingdCreat€> ¢ S éséliked vighthisnappings summary page:

Welcome Administrator | Logout

About | Support | Add Capacty | Register | Help

(LR BT (L) Data Management ¢80 WGETT
({3 Data Sets [y Shares 3 SCSITarget %% Auto Services % Runners Console [=|Viewlog - Jobs
Mappings Mappings [create]

Manage mappings.

TS testpool1itestzvoll
Manage groups of remote initiators. .
[ # LUNG# Initiator Group Target Group
Taroet qroups
Manage groups of local targets. b1o Al MPIO Group 1
View
View zvols.
Create

Create a new zvol (virtual block device).

Remote Initiators
Manage ISCSI remote initiators.

Targets
Manage iSCSltargets.

Taraet Portal Groups
Manage iSCSltarget portal groups.

Defaults
Manage iSCSl target default parameters.

Thisconfirms for us that a new mapping now exists for the testpooll/testzvoll Zvol, offered up as LUN 0
G2 Fye AYAGAFG2NI 60t ASyGo MBIQBroup2 oy SOGa (G2 +ye 27
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Nexenta Configuration Syno psis
At this point, we have

Set up two network interfaces with distinct IP addresses.

Configured a Target Portal Group for each IP address.

Created twoTarges, eactbound to one of the Target Portal Groups.

Created a Target Group containing both Targets

Mapped a Zvol to be exposed on that Target Grouglttitiators(clients) that connect

=A =4 =4 4 =4

So now the entire NexentaStor configuration to allow an MPIO iSCSI LUN to exist is Mopéagra
configuration is required to inform Nex&stor of the desirdor MPIQ it now isup to the client to
properly understand what is happenintihe rest of this guide is devoted to configuring various common
clients for iISCSI multipathing.
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Windows

Server 2008 R2

This version of Windows Server has built in isF30 support, but it must be enabléid is not enabled
by default on Windows) To enable it, first go t&tart-> Administrative Tools> Server Managers
shown:

. Remaote Desktop Services

Recyde Bin Component Services

Lol o
- Command Prompt ( -
i

o A |
h‘] Motepad . f:

I-f’".:-.; Internet Explorer Administrator

Documents

[
&9
5

Computer Management

Data Sources (QODBC)

Event Viewer

i5CSI Initiator

Local Security Policy
Performance Maonitor
Security Configuration Wizard

2 @ e & & 0]

R

Server Manager k
Services

Computer Share and Storage Management

(o)}
=
P ‘—* Storage Explorer
[ System Configuration
(5) Task Scheduler
g Windows Firewall with Advanced Security
Devices and Printers (3] Windows Memory Diagnostic
E Windows PowerShell Modules

’ @ Windows Server Backup

Control Panel

Help and Support

» All Programs

I Search programs and files l!'_ﬂj Log off Pl

[
o
»

Within the Server Manager, go to the Features section and choo$&dd Features:
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hy GKS NB a dz Mullipgth/Ohnd selEct itRAinstRIl, as shown below.
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