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Document Overview

The purpose of this document is to provide recommendations and configuration instructions for setting
up iSCSI multipathing on both a NexentaStor Enterprise appliance and various common client operating
systems. This document provides sane standardized configuration options; they should be suitable in
most environments (but not all, so when in doubt, please reach out to a certified and experienced
Nexenta professional).

The primary purpose of this guide is to cover how to set up NexentaStor properly for multipath iSCSI
environments. While we have taken the additional step of providing simple instructions for
configuration of iSCSI MPIO on various client systems, this document should not be looked at as a
replacement for documentation from the various vendors of these client systems. Many vendors have
significant and detailed instructions for configuring and enabling multipath on iSCSI on their platforms,
and we highly advise locating any such documentation for your chosen platform, if it exists.
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MPIO Design

It is important to understand what it is we're attempting to achieve by using MPIO. Proper configuration
and deployment of MPIO on an iSCSI network can have a significant impact on both uptime and
performance. Improper configuration can lead to absolutely no benefit, and even potentially some
performance penalty. At a bare minimum, MPIO requires the following:

e Two separate IP addresses on the NexentaStor appliance
e Two separate IP addresses on any client doing MPIO

Client Nexenta
Ethernet Network Port Ethernet Network Port

ol - p(011 “ NIC
NIC H T P (10.2.2.2

The above picture represents all that is technically required to do iSCSI MPIO. This sort of setup has
(unfortunately) been seen many times, and often is seen by Nexenta because of problems that arise
because of this sort of setup (or, because the client complains that having configured MPIO like the
above, they are seeing no improvement in performance or that the loss of a single piece of this setup
still led to downtime despite the existence of MPIO). The above setup is ultimately to blame, and it is
not going to be of much use to you if all that is done is configure two IP addresses on a single interface
on both sides and set up MPIO. While MPIO would function on a technical level, the lack of any
redundancy in client, server, or network between the two means the two paths are both utilizing all the
same hardware, and thus, no benefits are achieved by doing this.

A more sane set of minimum requirements would be:

e Two separate network interfaces on the NexentaStor appliance
e Two separate network interfaces on any client doing iSCSI MPIO
e [optional, but strongly encouraged] The two network interfaces are plugged into separate
physical networks (different switches), thus making both networks completely separate at a
physical level
o [optional, rarely seen] The switches are of different manufacturer
o [optional, rarely seen] The NICs are of different manufacturer

The picture below attempts to capture this to some degree:
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Client
Ethernet Network Ports

Mexenta
Ethernet Network Ports

—= |P {160 IP(10.2.2.1) =—
The rest of this guide is based upon this example—two separate interfaces on the Nexenta appliance

and on each client, with each interface plugged into a separate physical network (no ability to talk to the
other subnet from either interface, only from the proper interface). Another example of this good setup:

—mmm-.)

i1

Client Client Client

NexentaStor

This diagram shows the two separate networks (A & B) connected from each client and NexentaStor;
this provides both path redundancy and switch redundancy (assuming there are one or more switches
on each network), and may increase performance by as much as double that of a single link.
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The same setup, but with double the redundancy (and also double the performance, assuming all
interfaces are the same speed individually) is diagramed below:

Network A ()

Y

Client Client Client

___ NetworkB (]

NexentaStor

This diagram shows how there are two separate connections (green and blue, with shading to
differentiate the two connections to each) from both NexentaStor and the clients to each network
(Network A and Network B). This setup would require four separate ports on each of the clients and
NexentaStor machines, but would provide path redundancy within each network, as well as network
redundancy. And, while not technically covered by this guide, all that changes is the addition of more

interfaces, Targets, and Target Portal Groups on NexentaStor and more interfaces and paths on the
client installations.
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Nexenta Setup

First, we will step through how to configure the NexentaStor appliance for iSCSI MPIO. This section will
show how to do this in both the NMC and the NMV interfaces of NexenatStor (as of Nexenta version
3.1.3).

Fundamentally, the following things must be done to enable MPIO in a proper manner on NexentaStor:

1) Configure two separate network interfaces

2) Create Target Portal Groups for each network interface (IP)
3) Create two iSCSI Targets

4) Create a Target Group

5) Map a Zvol out of that Target Group

The steps for completing all of this are contained within this section of the guide (using example IP
addresses). Where possible, instructions for both NMC and NMV are provided—you need not do both,
merely use whichever Ul you are more comfortable with.

Network Configuration

First step is configuring the network interfaces. For the purposes of this example, we will be using the
network interfaces e1000g2 and e1000g3. The e1000g2 interface is on the 10.100.1.x subnet (a class C,
subnet 255.255.255.0) and the e1000g3 interface is on the 10.200.2.x subnet (a class C, subnet
255.255.255.0). Both subnets reside on completely separate physical switching infrastructure, and
cannot talk to one another (no route exists between the two subnets).

It is strongly preferred that you mimic this design in terms of using separate IP subnets; using multiple
IPs from the same subnet can lead to default routes that negate much of the point of MPIO.

The question also has been posed if these IP addresses must reside on physical interfaces, or if they
instead could be on aggregates. Technically, they could be on aggregates (provided by LACP or IPMP),
but that is outside the scope of this document (and if iSCSI is the only intended use for the network,
ultimately often an extra complication with zero return, since iSCSI MPIO already deals with path loss
itself, negating the need for that by any underlying technology).
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Network Configuration (NMC)

nncPnyhost /S setup network interface el000g2Z

Option 7 =static

c1000gs2 IP address : 10.100.1.10

el1000gZ2 netmask P 255.255.255.0

e1000gZ mtu 1500

Enabling el00dgs as 10.100.1.10-.255.255.255.0 ntu 1500

nncPnyhost /S setup network interface el000g3

Option 7 =static

c1000g3 IP address : 10.200.2.10

e1000g3 netmask P 255.255.255.0

e1000g3 nmtu 1500

Enabling el00dgd as 10.200.2.10-.255.255.255.0 ntu 1500

nnc@nyhost /S

As the above picture shows, configuring network interfaces in NMC is simply a matter of typing “setup
network interface <interface>" and following the prompts. You also can just type “setup network
interface” and then pick the interface from the resulting list to kick off the same operation (if you're
unsure what interfaces you have). If you have any question about which interfaces are connected, try
typing “show network devices”, which has a STATE section that should show “up” for any device that
has been plugged in.
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Network Configuration (NMV)

About | Support | Add Capacity | Register | Help

@ Status | SECLTEN @ Data Management | @ Analytics

[#3 Appliance = Network 3¢ Misc. Services | Disks & Users 3 Preferences (& Console [=|Viewlog <& Jobs
e

Summary Network Interfaces:

Summary Network Settings

Create Interface Type Configuration Primary Actions

Creats Network Interface 100090 physical Using DHCP as 10.0.2.15/255.255.255.0 @ [ T7]

s cal s °c L H©

Setup Default Gateway e1000g1 physical Using DHCP as 192.168.56.102/255.255.255.0 3

Sy — €1000g2 physical Configured as 10.100.1.10/255.255.255.0 with mtu 1500 o [ 5]

SEREEEIES e e100003 physical Configured as 10.200.2.10/255.255.255.0 with mtu 1500 o [ T

SSH-Bind

Bind remote hostvia SSH SSH Bound Hosts:

SSLILDAP-Bind

LG erELEIPREEL No SSH bound hosts found. You can bind a new one here.

Configured Network Interfaces hd

el 0
Using DHCP as 10.0.2.15/255.255.255.0

21000q1
Using DHCP as
192.168.56.102/255.255.255.0

e1000g2
Configured as 10.100.1.10/255.255.255.0
with mtu 1500

SSL-LDAP Bound Hosts:

No SSL-LDAP bound hosts found. You can bind a new one here.

el 3
Configured as 10.200.2.10/255.255.255.0
with mtu 1500

To configure a network interface in the NMV, mouse-over Settings and then choose Network. On the
resulting page, similar to the one pictured above, pick the interface you wish to configure from the list
by clicking its interface name (for instance, e1000g2), which will result in this page:
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About | Support | Add Capacity | Register | Help

@ Status « SELWLGMEE @ Data Management | @ Analytics

[ Appliance s Network 3¢ Misc. Services |\ Disks  fjUsers 3¢ Preferences Console [=|View log - 2Jobs
e

Summary Configuration method: | stat [~

Summary Network Settings

Create IP Address |10.100.1.10

Create Metwork Interface Statically azzigned IPv4 address in a dot-decimal notation (¥.##.#).

Gateway Subnet Mask [255 255 255 0

Setup Default Gateway Statically assigned subnet mask in a dot-decimal notation (43 # %),

Name Servers

Setup Name Semvers MTU 1500 . . . . i .

To enable Jumbo Frames, enter MTU in the following byte range [1500:16000]. Warning! Driver update will be required. All

5 SH-Bind connections through the correzponding interfaces may experience delays or may get dropped.

Bind remaote host via 55H

SSLILDAP-Bind [ Save ][ Unconfigure ]

Bind remote hostvia LDAP & SSL

Configured Network Interfaces hd

e1000q0
Using DHCP as 10.0.2.15/255.255.255.0

e1000g1
Using DHCP as
192.168.56.102/255.255.255.0

e100002
Configured as 10.100.1.10/255.255 255.0
with mtu 1500

2100003

Configured as 10.200.2.10/255.255.255.0
with mtu 1500

Here you can pick a configuration method of “stat”, short for “Static IP Assignment” or ‘dhcp’, which
will attempt to configure the interface using DHCP. With “stat”, type in the proper IP address, subnet
mask, and MTU settings (usually 1500, unless utilizing jumbo frames), and then hit Save to set it up. Bear
in mind, if the interface you’re configuring is responsible for any live traffic, it will be interrupted. Also, if
the interface is the one you're currently utilizing to reach the management Ul and you change its
settings, you will need to go to the new IP you set up on the interface to continue to use the Ul (it will
not automatically forward your browser to the new IP).

Target Portal Group Configuration

The next step is to build the two Target Portal Groups (TPG). Each TPG will contain one of the IP
addresses we’ve already configured. Target Portal Groups define one or more IP addresses that any
Target linked to them may listen on (a Target can belong to more than one TPG, though in this example
we will not utilize this). Create two Target Portal Groups, defining one of your IPs for each. In this
example, we create a “tpg0” with the IP 10.100.1.10 as the only IP in it, and “tpgl” with the IP
10.200.2.10 as the only IP in it.
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The purpose of Target Portal Groups is to limit visibility of Targets to the IP addresses of any/all Target
Portal Groups they are members of (and not to IPs they are not). Unfortunately, as of NexentaStor 3.1.3,
COMSTAR, the SCSI target mode framework utilized by Nexenta, does not properly obey the purpose of
TPGs. Targets that exist and are limited to specific Target Portal Groups still are visible to clients
attempting to connect to other IPs on the system rather than those that are part of the TPG. This is a
known issue, but will not affect the ability to follow this guide. Also, it is still a best practice to create
these TPGs for when they do become functional.

TPG Configuration (NMC)
As of NexentaStor 3.1.3, it is not possible to manipulate Target Portal Groups in NMC. They must be
configured in the web GUI.

TPG Configuration (NMV)

To configure, mouse-over “Data Management” and then click on “SCSI Target” —on the resulting page,
click on the “Target Portal Groups” link in the iSCSI box on the left of the interface. If you've never
configured a Target Portal Group before, you will see something like this:

About | Support | Add Capacity | Register | Help

@ Status | @ Settings | SJEIENELELE LA @ Analytics
({jData Sets [y Shares 3 SCSITarget % Auto Services %5 Runners (& Console (=] Viewlog < :Jobs
Mappings Target Portal Groups:
Manage mappings.
- No iSCSI TPGs available. You can create a new one here.
Initiator groups
Manage groups of remote initiators.

Target aroups
Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSI target default parameters.

Click the small “here” link at the end of the “You can create a new one here.” sentence to get to the
creation page, and populate it as shown here:
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Welcome Administrator | Logout

About | Support | Add Capacity | Register | Help

L JIE O S ElEG) Data Management G0 WG ETTS
iy Data Sets [ Shares 3¢ SCSITarget %5 Auto Services &% Runners [ Console [=| View log 3 Jobs
Mappings
Narags mappinge. vame

Identifier for TPG
Initiator groups
Manage groups of remote initiators Addresses |1 0.100.1.10

List of IPv4 portals specified in “address]:port][,...]" format.

Target aroups
Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (vitual block device).

iSCSI

I

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSI targets

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters

Then hit “Create”. You’ll end up back at this page, looking like this:

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

@ Status | @ Settings | SEEIERVELELE ELIE @ Analytics
[{gData Sets [y Shares 3¢ SCSITarget i Auto Services % Runners Console [=|Viewlog +3Jobs
Mappings Target Portal Groups [create]
Wanage mappings.

tpg0 [delete]

Initiator groups
Wanage groups of remote initiators # IP Address Port
Target aroups 1 10.100.1.10 3260
Wanage groups of local targets.

Zvols

I

View
View zvols

Create
Create a new zvol {virtual block device)

Remote Initiagtors
Ianage iSCS| remote initiators.

Targets
Wanage iSCSI targets.

Target Portal Groups
Ianage iSCSI target portal groups.

Defaults
Wanage iSCSI target default parameters.

As you can see, the page has changed slightly. Most notably, in addition to listing your new Target Portal
Group “tpg0”, the “create” link now exists instead of the old “here” link from before. Click the “Create”
link and fill in the information again, but this time creating the second TPG with the 10.200.2.10 IP
address. Note that the name of a Target Portal Group is entirely unimportant—you can name them
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whatever you wish within the constraints of the system (we recommend sticking to short, alpha-numeric
names for ease of administration). Also note that more than one IP address can be specified on a TPG by
typing a comma (, ) followed by another IP, etc., though that is not necessary for this example. When
you’ve created the second Target Portal Group, the page should look similar to this:

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L I ELTEREN BT V) Data Management @80 G ENRTS

(ijData Sets [l Shares 3¢ SCSITarget % Auto Services % Runners Console [=|Viewlog - :Jobs
Mappings —Target Portal Groups [create]
Manage mappings. o
tpgl L 1
Initiator groups
Manage groups of remote initiators. # IP Address Port
Target groups 1 10.200.2.10 3260
Manage groups of local targets.
tpg0o [delete]
ECRY  +  readiress pom
View 1 10.100.1.10 3260
View zvols.
Create

Create a new zvol (virtual block device).

Remote Initiators
Manage ISCSI remote initiators.

Targets
Manage ISCSI targets.

Target Portal Groups
Manage ISCSI target portal groups.

Defaults
Manage ISCSI target default parameters.

Target Configuration
Having created the network interfaces and Target Portal Groups limited to the necessary IPs, the next
step is to create the iSCSI Targets themselves. iSCSI Targets are what iSCSI Initiators (clients) connect to.

Target Configuration (NMC)
In NMC, iSCSI Targets are created using the “setup iscsi target” command, which then will lead you
through a set of menus. Here is how it starts:
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ncenyhost: /S setup iscsi target

default

Navigate with arrow keys (or hjkl), 'q’ or Cirl-C to quit
Create new i3CSI target

Choose the Create option here, and then fill in the menu options. Note that you can leave the “Target
Name” and “Target Alias” empty if you wish. Leaving “Target Name” empty automatically generates a
valid IQN, and “Target Alias” is merely an unused label to assist with identification by human
administrators on the NexentaStor appliance and is not required for operation. When it gets to the
“Target Portal Groups” section, type in “tpg0” (without quotes), or whatever you labeled the first Target
Portal Group, as shown here:

ncBmyhost:#§ setup iscsi target
Option ? create

Target MName

uthorization Method

Target Alias

Target Portal Groups

Enter or edit Target Portal Groupsz. Leave empty to usze default one.. Press
Ctrl-C to exit.
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This will create the iSCSI Target (it can take a minute to complete this action, be patient). Repeat this
again with “setup iscsi target” and go through the steps for the second Target. Be sure to choose “tpgl”
(or whatever you labeled the second Target Portal Group) when prompted, and not “tpg0”.

Target Configuration (NMV)

Configuring iSCSI Targets in NMV is done by mousing over “Data Management” and selecting “SCSI
Target”, then clicking “Targets” from the iSCSI box on the left on the resulting page. If you have no
existing Targets, you’ll get a page akin to this:

About | Support | Add Capacdty | Register | Help Welcome Administrator | Logout

@ Status ¢ @ Settings ¢ SJUEIENNELELEELIE @ Analytics
(fjData Sets [y Shares 3¢ SCSITarget % Auto Services % Runners Console [=|Viewlog -2 Jobs

SCSI Target hd MANAGE ISCSI TARGETS

Mappings No iSCSI targets available. You can create a new one here.
Manage mappings.

Initiator aroups
Manage groups of remote initiators.

Target qroups
Manage groups of local targets.

View

View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSl targets.

Target Portal Groups
Manage iSCSl target portal groups

Defaults
Manage iSCSltarget default parameters.

Click the “here” link in the “You can create a new one here” sentence to get started, resulting in a page
like this:
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About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L A CUTENEN R Data Management @ JCLETTE
({jData Sets [y Shares 3 SCSITarget :Auto Services ) Runners [ Console [=|Viewlog - Jobs
Mappings Name

Manage mappings.

An iSCS| Target Node is identified by itz Target Node Name, formatted in either IQN or EUI format (see RFC 3720). You can keep that field empty -

Initiator aroups the name wil be generated automatically.

Manage groups of remote initiators.
Target gqroups |Allas |
Manage groups of local targets.

An alternate identifier associated with a target node. The identifier does not need to be unigue.

frone 5]

View Specifies the authentication methed to use for the target.
View zvols

iSCSI Target Portal Groups

Create
Create a new zval (virtual block device).

[ tog1 (10.200.2.10:3260)

[] tpg0 {10.100.1.10:3260)

_ A list of Target Portal Group (TPG) identifiers that specifies the TPGs that an initiator can use to access a specific target.
Remote Initiators

Manage iSCSl remote initiators.

Targets
Manage ISCS| targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSl target default parameters.

When creating an iSCSI Target, you can choose to leave all the fields blank (just hit Create) and it will
automatically populate the Name with a proper IQN, and leave the alias blank (as it’s just for

identification purposes within the appliance and not functionally required). In our example, we can go
ahead and leave Name blank and let it auto-generate an IQN for us, and leave Alias blank for this. Auth
method has to do with the use of CHAP or RADIUS for authentication of iSCSI, neither of which is within
the scope of this guide so we also will leave it as “none” (this is very common, even in production
deployments). But what we do want to do is check the checkbox next to ‘tpg0’ to add this new Target to
the first Target Portal Group we created earlier.

We only want to add it to tpg0, the first group, and not to tpgl as well. Once done, you’ll see a screen
similar to this one:
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About | Support | Add Capacity | Register | Help

Welcome Administrator | Logout

& Status

(%L Data Management

(ijDataSets [ Shares 3¢ SCSITarget i Auto Services % Runners Console [=|View log - iJobs
e et e

Mappings . [ # Target Alias Target Portal Groups

Manage mappings.

Initi ~ 1 ign.1986-03.com.sun:02:d61d5157-442a-46b0-be06- 1

— ) U b72e037e680a

Manage groups of remote initiators.

o oo

Manage groups of local targets.

View
View zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage ISCS| remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage iSCSI target portal groups.

Defaults
Manage iSCSI target default parameters.

[ Fiobi? Fealereest ReuesiTecncaisyooor |
Repeat this again by clicking the “Create” button and creating another Target, using the “tpgl” Target

Portal Group assigned to the second Target. When complete, you should have two Targets, each
belonging to a different one of the two Target Portal Groups. It will look something like this:

About | Support | Add Capacity | Register | Help

Welcome Administrator | Logout

(B ELTERE BT LT ) Data Management

[y Data Sets [y Shares 3¢ SCSITarget & Auto Services i Runners Console [=|Viewlog :Jobs
SCSI Target h MANAGE ISCSI TARGETS

Mappings [] # Target Alias Target Portal Groups
Manage mappings.

Initiator Qroups ol iqn.1986-03.com.sun:02:1545f8f9-6e34-eled4-b43a- 1
Initiator groups =

Manage groups of remote initiators. a1bd63982a49

T ¢ gl 2 iqn.1986-03.com.sun:02:d61d5157-442a-46b0-be06- 1
larget groups = b72e037e680a

Manage groups of local targets.

ot

View

View zvols.

Create

Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCSI targets.

Target Portal Groups
Manage ISCSI target portal groups.

Defaults
Manage iSCSI target default parameters.
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Target Group Configuration

Having created the Targets and Target Portal Groups, the next step is to add both Targets into a Target
Group. Not to be confused with a Target Portal Group (which just designates the IP addresses Targets
may listen on), Target Groups are part of the LUN mapping configuration. When mapping Zvols for
exposure to clients, the key part is LUN mapping. When mapping, one must specify the Zvol to expose,
the Initiator Group it is to be exposed to, and the Target Group it is to be exposed to. By allowing
exposure based on both Initiator Groups and Target Groups, a great deal of flexibility is exposed in terms
of which Zvols to expose to which clients, based on both the client’s initiator name and the target it is
attempting to access.

In this part of the example, we will create a single Target Group containing both Targets (since we know
the two Targets to essentially be a group; they exist independently solely to allow the LUNs exposed
through them to be accessible from two IPs at once, and are thus related to each other). We will call it
“MPIO Group 1”, but any name is fine.

Target Group Configuration (NMC)
As of 3.1.3, the NMC cannot currently configure any part of LUN mappings—this includes Initiator
Groups, Target Groups, and creating mappings from Zvols. All of this must be done within the web GUI.

Target Group Configuration (NMV)
By clicking on the “Target groups” link inside the SCSI Target box on the page you were on before, you

should be presented with a page similar to this:

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

@ Status | @ Settings ¢ SEEIERNEGELCEELIA @ Analytics
({jData Sets [ Shares 3 SCSITarget % Auto Services i) Runners [ console =] Viewlog i Jobs

SCSI Target v MANAGE TARGET GROUPS

Mappings No available target groups. You can create a new one here.
Manage mappings.

Initiator qroups
Manage groups of remote initiators.

Taroet aroups
Manage groups of local targets.

View

View zvols.

Create
Create a new zval (vitual block device).

Remote Initiators
Manage iSCSl remote initiators.

Targets
Manage iSCSltargets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSl target default parameters.
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By clicking the “here” link in the “You can create a new one here” sentence, you will be presented with
the Target Group creation page:

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L R CUTEREE -0 TR Data Management

({jData Sets  [ify Shares 3£ SCSI Target Auto Services i Runners Console [=|Viewlog - iJobs
creaT e Tancer anoue

Mappings —Parameters

Manage mappings.

GroupName[ ]
Initiator groups
Manage groups of remote initiators.
—Targets
Target groups
Manage groups of local targets. (] Target
(| ign.1986-03.com.sun:02:1545f8f9-6e34-eled4-b432-albd63582a49

_ (] ign.1986-03.com.sun:02:d61d5157-442a-46b0-bed6-b72e037e680a

View

View zvols.

Create

Create a new zvol (virtual block device).

On this page, create a new group by typing in a unique Group Name (we’ll be using “MPIO Group 1” for
this example, but the name is not important) and check both the Targets you created earlier (the only
two in this example) and hit “Create”. This will set up a Target Group containing these two Targets
(which, in turn, are each a member of a separate Target Portal Group). This will handle the Target side of
the LUN mapping setup. The created Target Group should land you on a page similar to this, at which
point you’re done with Target Groups:

About | Support | Add Capacity | Register | Help Welcome Administrator | Logout

L TERE T TG Data Management

(fjData Sets [ Shares 3¢ SCSITarget i Auto Services ¥ Runners Console [=|Viewlog <& Jobs
Mappings —Target Groups [create]
Manage mappings.
MPIO Group 1 delete

Initiator groups P L 1
Manage groups of remote initiators. Alias Target Prot | Sece] Stat
Target groups .

ign.1986-03.com.sun:02:154518M9-6e34-eled-h43a- . .
Manage groups of local targets. a1bd63982249 iSCSI 0 Online

ign.1986-03.com.sun:02:d61d5157-442a-46b0-be06- . .
View
View zvols.
Create
Create a new zvol (virtual block device).

Zvol Mapping

Having configured two interfaces with distinct IP addresses, created two Target Portal Groups each set
up for one of those IP addresses, set up two Targets, and bound one to each TPG, and created a TG
(Target Group) containing both Targets, the final step is to map a Zvol. For the purposes of this guide, let
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us assume a Zvol already exists (you can create one using the “Zvols -> Create” link on the page you're
already on, but more information on that is contained in the Nexenta User Guide). For this example, our
Zvol is called “testzvoll”.

Let us further assume for the purposes of this guide that we want the LUN we are about to expose to be
accessible to any client, so no Initiator Group setup is required. If we wished to limit the clients who
could see this LUN, we would simply create an Initiator Group containing only the allowed Initiator IQNs
and use that when mapping out the Zvol.

Zvol Mapping (NMC)
As of 3.1.3, mapping cannot be accomplished in the NMC.

Zvol Mapping (NMV)
To create a mapping, click on “Mappings” on the same page you are already on, then on “here” or
“Create” depending on if any mappings already exist. In our example, no mappings exist, as shown here:

Welcome Administrator | Logout

About | Support | Add Capacity | Register | Help

@ Status | @ Settings ( SEEIERNERELELELIE @ Analytics
({3 Data Sets [y Shares 3£ SCSITarget Auto Services i Runners Console [=|Viewlog - i Jobs
Mappings Mappings

Manage mappings.
Initiator aroups No LUN mappings available. You can create a new one here.
Manage groups of remote initiators.

Target aroups
Manage groups of local targets.

View
Wiew zvols.

Create
Create a new zvol (virtual block device).

Remote Initiators
Manage iSCSI remote initiators.

Targets
Manage iSCS| targets.

Target Portal Groups
Manage iSCSl target portal groups.

Defaults
Manage iSCSI target default parameters.
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Upon clicking “here”, a dialog box will appear with four choices:

e 7vol to expose

e Initiator Group for this exposure

e Target Group for this exposure

e LUNID (leave <AUTO> or blank for auto-assignment)

Ivol:

| ]

Initiator group:

| ]

Target group:

| ]

LUN #:

| <auTO> |
| Create | | Cancel |

You can create multiple mappings for any Zvol, so you can imagine the flexibility. For the purpose of this
guide, however, we chose our quorum-disk Zvol (residing on a Volume called “testpooll”), specified the
magic “All” for Initiator Group (meaning any initiator can see it if it meets the prerequisites established
by our Target Group choice as well), specified our “MPIO Group 1” as the Target Group and left LUN ID
blank (which, in the absence of any other mappings, defaulted to LUN 0). Populated, our example looks
like this:
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Create new mappmg

Zvol:
| testpooll /testzvaoll | w |

Initiator group:
| Al |~ |

Target group:
| MPIO Group 1 |~ |

LUN #:
| <AUTO> |

S -

Create | | Cancel

And upon hitting “Create”, we're presented with this mappings summary page:

Welcome Administrator | Logout

About | Support | Add Capacity | Register | Help

(LR BT (L) Data Management ¢80 WGETT

({3 Data Sets [y Shares 3 SCSITarget %% Auto Services % Runners Console [=|Viewlog - Jobs
Mappings Mappings [create]
Manage mappings.
TS testpool1itestzvoll
Manage groups of remote initiators. .

[ # LUNG# Initiator Group Target Group
Taroet qroups
Manage groups of local targets. b1o Al MPIO Group 1
View
View zvols.
Create

Create a new zvol (virtual block device).

Remote Initiators
Manage ISCSI remote initiators.

Targets
Manage iSCSltargets.

Taraet Portal Groups
Manage iSCSltarget portal groups.

Defaults
Manage iSCSl target default parameters.

This confirms for us that a new mapping now exists for the testpooll/testzvoll Zvol, offered up as LUN O
to any initiator (client) who connects to any of the Targets in “MPIO Group 1”.
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Nexenta Configuration Synopsis
At this point, we have:

e Set up two network interfaces with distinct IP addresses.

e Configured a Target Portal Group for each IP address.

e Created two Targets, each bound to one of the Target Portal Groups.

e (Created a Target Group containing both Targets.

e Mapped a Zvol to be exposed on that Target Group to all Initiators (clients) that connect.

So now, the entire NexentaStor configuration to allow an MPIO iSCSI LUN to exist is in play. No extra
configuration is required to inform NexentaStor of the desire for MPIO—it now is up to the client to
properly understand what is happening. The rest of this guide is devoted to configuring various common
clients for iSCSI multipathing.
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Windows

Server 2008 R2
This version of Windows Server has built in iSCSI MPIO support, but it must be enabled (it is not enabled
by default on Windows). To enable it, first go to Start -> Administrative Tools -> Server Manager, as

shown:

| . Remote Desktop Services
Recyde Bin &, Component Services
;é-- Computer Management
S e ﬁ Data Sources (QODBC)
Lol .
- Command Prompt { =W 2] Event Viewer
|
f— !, isCSI Initiator
4 Nutepad o o — =
— = Local Security Policy
r/;i“-; Internet Explorer Administrator @ Performance Monitor
i Security Configuration Wizard
Documents B. server Manager k
. Services
Computer ‘3 Share and Storage Management
Storage orer
Network 5" Storage Bxpl
System Configuration
e (5) Task Scheduler
g Windows Firewall with Advanced Security
Devices and Printers (3] Windows Memory Diagnostic
E Windows PowerShell Modules
Administrative Tools r @ Mimiones Sextres Eriams
Help and Support
Run
r Al Programs
I Search programs and files F*)  Logoff Pl

[
o
»

Within the Server Manager, go to the Features section and choose to “Add Features”:
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E., Server Manager
File  Action View Help

=T
&= 7=|H

i‘ Roles

;
E Diagnostics
% Configuration

Storage

View the status of features installed on this server and add or remove features.

"" Features Summary ﬂ Features Summary Help

é Add FeatuEs
ﬂ Remove Features

“ Features: 0 of 42 installed

1| | LI £) Last Refresh: Today at 1:46 AM Configure refresh

On the resulting page, find “Multipath I/0” and select it to install, as shown below.
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Add Features Wizard |

= I Select Features

Progress

Results

Select one or more features to install on this server,

Features:

Description:

[ ] Desktop Experience
|:| DirectAccess Management Console
[] Failover Clustering
|:| Group Policy Management
[] 1nk and Handwriting Services
[] Internet Printing Client
D Internet Storage Name Server
[] LPR Port Monitor
[[] Message Queuing
Multipath 1/0
[ Metwork Load Balanding
[ peer Name Resolution Protocal
[ Quality Windows Audio Video Experience
D Remote Assistance
[] Remote Differential Compression
[] Remote Server Administration Tools
[] RPC over HTTP Proxy
[] simple TCP/TP Services
[] sMTP Server
ﬂ [] SMMP Services

|

More about features

= Previous | HEH\_E I

;I Multipath 1/0, along with the
Microsoft Device SpecificModule
{DSM) or a third-party DSM, provides
support forusing multiple data paths
to a storage device on Windows.

Install Cancel

Hit “Next”, and then “Install” to install the MPIO feature. This will enable Multipath 1/0 for iSCSI (as well
as Fibre Channel and other technologies). After this feature is installed, it is time to set up iSCSI. To do
this, navigate to Start -> Administrative Tools -> iSCSI Initiator. If you've never clicked this before,

Windows will ask you if you wish to enable the service, which you should say Yes to if prompted. If you
have used iSCSI before, it should not prompt you, and will simply display a dialog box similar to this:

Copyright © 2012 Nexenta® Systems, ALL RIGHTS RESERVED

Page 26



¢ nexenta

Enterprise class storage for everyone

iEEE Initiator Properties x|

Targets | Dismueryl Favorite Targets I Volumes and Devices | RADIUS | Configuration |

 Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quidk Connect,
Target: Quick Connect, .. |
—Discovered targets
Refresh |
Mame I Status |
To connect using advanced options, select a target and then Earra: |
dick Connect.
To completely disconnect a target, select the target and T |
then dick Disconnect.
For target properties, induding configuration of sessions, Propertiss. .. |
select the target and dick Properties.
For configuration of devices assocated with a target, select iz |
the target and then dick Devices,

More about basic i5C5I connections and targets

0K I Cancel Epply
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On the resulting iSCSI Initiator window, change to the “Discovery” tab and click on “Discover Portal”
then type in the IP address of your first TPG, as shown in the example here (be sure to substitute your IP

address, and not use the one from this example!):

iSCSI Initiator Properties x|
Discover Target Portal x| ===
Enter the IF address or DMS name and port number of the portal you
want to add.
) ' : Tesh
To change the default settings of the discovery of the target portal, dick
the Advanced button. Hdress I
IP address or DMNS name: Port: (Default is 3260.)
|1u.1uu.1.1u ISEGCI
Advanced... K Cancel - Portal... |
To remove a target portal, select the address above and e |
then dick Remove.
—iSMS servers
The system is registered on the following iSMNS servers: Refresh |
MName |
To add an iSMS server, dick Add Server, Add Server... |
To remove an iSMS server, select the server above and Fisfrpis |
then dick Remove.
More about Discovery and iSHNS
QK Cancel apply
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Repeat this, clicking “Discover Portal” again, and type in the IP address of your second TPG. Once that is
complete, the dialog should look something like this:

iSCSI Initiator Properties x|
.Targets Discovery |Fauon'te Targetsl Volumes and Dem'cesl RADIUS | Configuration |
—Target portals
. . Refresh |
The system will look for Targets on following portals:
Address | Port | Adapter | IF address |
10,100,110 32680 Default Default
10.200,2.10 32680 Default Default
To add a target portal, didk Discover Portal, Discover Portal... I
To remove a target portal, select the address above and Hemove |
then dick Remove.
[iSMS servers
The system is registered on the following iSMS servers: Refresh |
Mame I
To add an iSMS server, dick Add Server., Add Server... |
To remove an iSMS server, select the server above and T |
then dick Remave,
More about Discovery and iSMS
QK Cancel Al
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Switch back to the first tab (Targets), and it now should show both the IQNs of the Targets you created

on NexentaStor earlier, similar to this:

i5CSI Initiator Properties

Targets IDiscoueryI Favarite Targetsl Volumes and Dem'::esl RADILS I Configuration |

—Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DOMS name of the target and then dick Quick Connect.

Target: I | Quick Conmeck, .,
—Discovered targets
Refresh
Mame | Status |

ign. 1986-03.com, sun:02: 23fda6e 1-fa10-4e04-bca5-2fe...  Inactive
ign. 1986-03.com, sun:02: 33925635-0b74-6663-a5d4-a9... Inactive

To connect using advanced options, select a target and then Connect
didk Connect,

To completely disconnect a target, select the target and Disconnect
then dick Disconnect.

For target properties, induding configuration of sessions, Properties...

select the target and didk Properties,

For configuration of devices assodated with a target, select Devices. ..
the target and then didk Devices.

More about basic iSCSI connections and targets

X

oK I Cancel apply
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Click on the first of the Targets and hit “Connect”. In the resulting dialog box, choose the checkbox
“Enable multi-path”, as shown (you need to check this box for MPIO to work, and it is not checked by

default):

iSCSI Initiator Properties
Connect To Target

Target name:

I gn. 1986-03. com.sun:02: 28fdase 1-fa 10-4e04-bca5-9fedfaad4697
|+ Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

[+, Enable multi-path

Advanced... oK I

ﬂationl

ot | [T

ign. 1986-03, com.sun:02: 3359236 38-0b /4-6065-a5d4-a%... Inacove

To connect using advanced options, select a target and then Connect |
dick Connect.
To completely disconnect a target, select the target and Piscormect |
then dick Disconnect.
For target properties, induding configuration of sessions, Properties. .. |
select the target and dick Properties.
For configuration of devices assodated with a target, select Devices, .. |
the target and then dick Devices,

Maore about basic iSCSI connections and targets

0K Cancel Al
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This has connected to the first Target with the Windows iSCSI Initiator, which is a necessary prerequisite

to actually enabling MPIO in Server 2008 R2 (earlier we installed the functionality, but we didn’t actually
enable it).

Go ahead and close the iSCSI Configuration utility for now (yes, with only one Target connected and the

other listed as Inactive) and click on “Start”, then type MPIO, which should end up showing you an MPIO
program, like this:

Programs (1)

B mprio

4 See more results

Impiu Log off bl
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Run the MPIO program, resulting in a dialog box similar to this one:

MPIO Properties

x|

MPIO Devices | Discover Multi-Paths I DSM Install I Configuration Snapshot |

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be spedfied using semi-colon as the delimiter.

To remove support for currently MPIO'd devices, select the devices and
then dick Remaove,

Devices:

Device Hardware Id |

Vendor 8Product 16

Add | Remove

More about adding and removing MPIO support

oK I Cancel
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In the MPIO utility, choose the second tab labeled “Discover Multi-paths”. If you’ve followed the above
steps, the “Add support for iSCSI Devices” checkbox should be available for selection, as shown (if you
do not see an “Add support for iSCSI devices” checkbox or it is grayed out, you need to go back and
install the MPIO functionality as shown earlier in this guide:

MPIO Properties x|

'MPIO Devices ~ Discover Multi-Paths | DsM Instal | Configuration Snapshot |

—SPC-3 compliant

Device Hardware Id |

™ Add support for iSCSI devices
Add |

—Others

Device Hardware Id |

Add |

More information on discovery of multipathed devices

Ok I Cancel |
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Check the checkbox for “Add support for iSCSI devices”, then click the Add button. Windows should pop
up a dialog box similar to this one, prompting you to reboot the machine:

i
x

L A reboot is required to complete the operation. Reboot Mow?
Yes Mo
v add support for iSCSI devices
Add |
—Others
Device Hardware Id |
A |
Mare information on discovery of multipathed devices

QK | Cancel |

You should say “Yes “and let it reboot. If you choose No here, you should not continue with this guide or
attempt to set up iSCSI further until you have a chance to reboot the system. Once the system has
rebooted, it now will be possible to set up MPIO iSCSI LUNSs. At this point, re-open the iSCSI Initiator
utility. It still should have your one Target connected on the first tab.

Copyright © 2012 Nexenta® Systems, ALL RIGHTS RESERVED Page 35



¢ nexenta

Enterprise class storage for everyone

Click “Refresh” and you will see the second Target still in an inactive state, like this:

i5C5I Initiator Properties

Targets |Dismuery| Favorite Targets I Volumes and Devices | RADILS | Configuration |

—Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quidk Connect,
Target: I | Guick Commect,
—Discovered targets
Refresh
Mame I Status |
ign. 1986-03. com.sun;02; 28fd86e 1-fa 10-9e04-bca5-9fe... Connected
ign. 1986-03.com.sun;02: 3392386 38-0b74-6663-a5d4-a%... Inactive
To connect using advanced options, select a target and then Connect
dick Connect.
To completely disconnect a target, select the target and Disconnect
then dick Disconnect,
For target properties, induding configuration of sessions, Properties. ..
select the target and dick Properties.
For configuration of devices assodated with a target, select Devices. ..
the target and then dick Devices,

More about basic iISCSI connections and targets

x|

Ok I Cancel Al
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Click the “Inactive Target” and click “Connect”, and check the “Enable multi-path” checkbox as you did

before with the other Target. The resulting screen should look something like this:

i5CS5I Initiator Properties

Targets IDismueryI Favorite Targetsl Volumes and Dem'cesl RADIUS | Configuration |

—Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
OMS name of the target and then dick Quick Connect.

Target: Quick Commect, .,

—Discovered targets
Refresh

Mame | Status |
ign. 1986-03.com.sun:02: 23fdé6e 1-fa 10-4e04-bca5-2fe...  Connected
ign. 1986-03.com.sun:02: 339236 38-0b74-6663-a5d4-a%... Connected

To connect using advanced options, select a target and then Connect
dick Connect.

To completely disconnect a target, select the target and Disconnect
then dick Disconnect.

For target properties, induding configuration of sessions, Properties...
select the target and didk Properties,

For configuration of devices assodated with a target, select Devices. ..
the target and then didk Devices.

More about basic iISCSI connections and targets

X

QK Cancel Al
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At this point, MPIO actually is set up and working! If you followed this example, you have exactly one
Zvol exposed to this client and, if you click on either of the Discovered targets and click on “Devices”,
you should see one listed there, similar to this example:

iSCSI Initiator Properties x|
x

Mame Address

Disk 1 Port 3+ Bus 0: Target 0: LUM O

LI

Volume path names:

Legacy device name: W \PhysicalDrive 1
W mpio#disk&ven_nexenta&prod_nexentastor&rev_

A |

i
Configure Multipath 10 (MPIC)
To configure the MPIO policy for a
gelected device, dick MPIO. MPIO... |

Device interface name:

Information On iSCSI Device Details

eI

x|

More about basic iISCSI connections and targets

0K Cancel Apply
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Click the “Disk 1” device, then click the “MPIO” button. The resulting dialog box should look like the
following picture, showing two paths to the same iSCSI LUN:

H
E

Mame | Address |
Disk 1 Port 3: Bus 0: Target 0: LUN O

Device Details x|

MPIO |

L

Load balance paolicy:

LI

— Description

The round robin policy attempts to evenly distribute incoming
requests to all processing paths.

This device has the following paths:

Pathid | Status | Type | weight | Session D
0x7703... Conne... Active nfa fifffago04dani 15-40001
0x7703... Conne... Active nfa fifffago04dani 15-40001

CTIETIETE

Detals |  Edt.. |

= oK I Cancel | appli | =

QK Cancel Al

You now can verify that the exposed Zvol is showing up to the system as a disk (and if it's new, likely as a
completely unformatted, un-partitioned disk) by clicking on “Start”, right-clicking on “Computer”, and
choosing “Manage”. In the Server Manager utility that opens, expand the “Storage” section on the left
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pane and click “Disk Management”. As you can see from the next picture, in our example, Disk 1 is the
Zvol (which was a 10 GB Zvol from NexentaStor). You now can partition and format this like any other
disk and, in addition to being capable of surviving the loss of one path, it also will round-robin data
between both paths, improving speed beyond the capacity of a single link.

E. server Manager

=] x|
File Action View Help

e[ [HHEBXEs b
ia Server Manager (WIN-HOUHL 1CQC Wy S N EPTERT
ﬁ‘ Roles

Volume List + Graphical View

& Features Volume mm File System | Status (en] Disk Management 'S
i Diagnostics & (C:) Simple  Basic MTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 31 Moare Actions
=l Configuration CwSystem Reserved Smple  Basic NTFS Healthy (System, Active, Primary Partition) 100
i
El {5 Storage
@ Windows Server Backup
Disk Management
< | i
|

L_uDisk 0

Basic System Reserved (c)

32.00 GB 100 MB NTFS 31,90 GB NTFS
Online Healthy (System, Active, I |[Healthy (Boot, Page File, Crash Dump, Primary Partition)
“@IDisk 1

Unknown

10.00 GB 10.00 GB

Offline Unallocated

Help

~CD-ROM O
CD-ROM (D:)
No Media

«| %

i m B Unallocated ] Primary partition |

| |
o~i[% 1

N 2:05 AM
8GR 2N

This concludes the Windows Server 2008 R2 iSCSI Initiator with multipathing section. For discussions
around what the best Load Balance policy is or about the proper network setup (MPIO will not properly

protect you if your network is not correctly designed and configured), please consult with a certified
Nexenta Service Professional.
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Linux
This guide will cover setup on two common Linux server distributions (CentOS and Ubuntu Server), but
the logic shown herein should apply to any distribution using open-iSCI.

Open-iSCSI and dm-multipath

This guide will show how to configure multipath iSCSI on Linux. The screenshots and instructions were
based around Ubuntu 12.04 LTS, but you will find notes in each section on what to do on Cent0S 6.2 if it
differs (sometimes it does not). It assumes you already have two network interfaces set up in separate
subnets, which for this example will be eth2 and eth3, as shown:

:0 dropped: 0
0 dropped:0

n: 1000
EE)

:0 dropped:0 overru

0 dropped:0 owverruns:[O

len: 1000
TZ hvt

rootimon—1;: ~#
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First, install the necessary packages with “apt-get install multipath-tools open-iscsi open-iscsi-utils”,
like so:

all multipath-tools open-iscsi open-—i:

ing e i .. Done
Euildin
eading information... Done
extra packages will be installed:

= will b
open-is
alled, O TE i upgraded.
i of arch
0 kB of additionasl disk space will be used.

Do wou want to continue

On CentOS 6.2, the command is “yum install iscsi-initiator-utils device-mapper-multipath”.

Note that there also exists a “multipath-tools-boot” package in the Apt repository for use if your boot
device is itself a multipath device, which is mentioned (but not by default added) when installing these
packages; do NOT install this package on accident. If your environment is not ready for it, the system
may not be able to boot up on next reboot! Installation, setup, and prerequisites for multipath boot are
not within the scope of this guide. If you do mistakenly include or allow the installation of multipath-
tools-boot and, on the next reboot your system can’t boot up and drops you to BusyBox in initramfs,
reboot again to a “Previous Version”, run “apt-get remove multipath-tools-boot” and then reboot
again back into the latest kernel and it should work fine.
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If you wish iSCSI to start up automatically when the server is rebooted, it is recommended you modify
the default configuration of iscsid. To do this, edit the file /etc/iscsi/iscsid.conf and comment out the
“node.startup = manual” line and remove the comment in front of the “node.startup = automatic”. If
you’ve done so properly, the before/after of “cat /etc/iscsi/iscsid.conf | grep node.startup” should
look like this:

ifizczid.cont | grep node.St:

Fid.cont
id.conf | grep node.st:

On CentOS 6.2, this step is not necessary as /etc/iscsi/iscsid.conf defaults to node.startup equaling
automatic. The above “cat” command can verify this if unsure.
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Then type “/etc/init.d/open-iscsi restart” to have that change take affect. Next, we need to discover
the two Targets using open-iscsi, which can be accomplished with a command similar to this (substitute
the IP of the first Target Portal Group from Nexenta in this command): “iscsiadm -m discovery -t

sendtargets -p 10.100.1.10”, with a response similar to:

On CentOS 6.2, the first time you run this command it may start iscsid; do not be alarmed, and this is not
indicative of a need to add iscsi or iscsid to chkconfig, the package installation already did this.

Note: Target Portal Groups in NexentaStor 3.1.3 don’t currently hide discovery of Targets even when
connected from an unassociated IP, which is why two show up here. This may be fixed in a future
release, so only one may show up. If only one is visible, run the command again but with the other IP to
discover the IQN of the other Target.
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With both IQNs now known (and you could skip this step if you have a login to the Nexenta appliance
and can go look up the IQNs there), you need to login to the Target using this command (substitute the
IP of the first Target and the IQN of the first Target where appropriate):

“iscsiadm -m node --targetname iqn.1986-03.com.sun:02:38928638-0b74-6663-a5d4-a9dad460ed5ae —
p 10.100.1.10 --login", which should respond similar to this:

target: ign.
10.100.1.10,

It is important to note that you need to include the “-p <ip>" part of this command; it can be left off, but
that may lead to unusual behavior if iISCSI ends up connecting to both IQNs via the same portal (IP)
instead of the separate IPs.
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While “successful” has been shown below, you further can verify that something has occurred because
at this point Ubuntu should have located any available LUNs off of this iSCSI Target and created devices
for them already, a quick “dmesg | tail” can verify this, showing something similar to this:

0177

default, target:
io.100.1.10,

(10.7 GES10.0

off
10 00 ao

enabled, read cache: enabled, does

Hmon-1

In our example, there is only one LUN visible off of this Target and, as you can see, Ubuntu has created
an “sdb” drive based on it. This is enough to now allow use of the device via iSCSI at this time, but not
enough for multipath. For multipath, we now need to repeat the previous iSCSI login command, this
time for the second Target with a command similar to this (substitute second Target’s IP and IQN where
appropriate): “iscsiadm --m node --targetname iqgn.1986-03.com.sun:02:28fd86e1-fa10-4e04-bca5-
9fe8faad4697 -p 10.200.2.10 --login", with a result similar to the last login command:
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rootfmon-1:~% iscsiadm —--m node —-—-targetnamwe ign. 1986-03 . com. sun: 02 28fd86el-fa
O—4eld-bhoas-9feSfaad4es? —p 10.200.2.10 --login

Logging in to [iface: default, target: ign.l1956-03.com.sun:02:25fd56el-fall-4e04
-boab-9feSfaad4e9”’, portal: 10.200.2.10,3260]

Login to [iface: default, target: ign.l1986-03.com.sun:02:28fd86el-fall-4eld-hoal
-9feffaad4ded7, portal: 10.200.2.10,3260]: successful

rootflmon-1:~# D

Where things get interesting at this stage on Linux is that if you again run “dmesg | tail”, you’ll see
something similar to this:

rootidmon-1:~# dmesg | tail
[51176.895295] connectionl:0: detected conh error [(1020)
[51205.203719] =csid @ i3C3I Initiator owver TCPSIP
[51205.709490] sc=si 4:0:0:0: Direct-hcocess NEZXENTL MNEXENTASTOR
0 AN3T: 5
[51205.709736] =d 4:0:0:0: Attached =csi generic sg3 type 0O
[512058.713225] =d 4:0:0:0: [=dc] 20971520 51Z2-bhyte logical blocks: (10.7 GES10.0
iE]
[51205.715323] =d 4:0:0:0: [=dco] Write Protect iz off
[51205.715325] =d 4:0:0:0: [=do] Mode 3ense: 53 00 00 00
[S1205.715961] =d 4:0:0:0: [=de] Write cache: enabled, read cache: enabled, does
n't support DFPO or FUL
[51205.723736] scdo: unknown partition table
[51205.727297] =d 4:0:0:0: [=dc] Attached 3C3T disk
rootilmon-1:~# D
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As you can see, Ubuntu has created a “sdc” drive for the new LUN it has seen off the second Target—but
we know this is the same LUN from the first target! It has created two disks to represent the same
physical storage (which is very, very bad if you try to then use both seperately, resulting in complete
data corruption)! This is where the multipath packages we installed earlier come into play.

On CentOS 6.2, you need to run the command “chkconfig multipathd on” at this point. Unlike Ubuntu,
CentOS does not default to enabling the multipath daemon.

Cent0S 6.2

On Cent0S 6.2, there’s no need to manually edit a multipath.conf file. Simply run the command
“mpathconf --enable --user_friendly_names y” followed by a restart of multipath using
“[etc/init.d/multipathd restart” and then proceed past this next Ubuntu 12.04 LTS section to “Both”
section below. Here is an example of CentOS configuration of multipath.conf:

[ZL'I:II:ITZ-@. loos
Jtopping mult

R
[rootllocal
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Ubuntu 12.04 LTS

We need to teach Ubuntu that these two LUNs are the same drive. To do so, we first need to create an
“[etc/multipath.conf” file (one is not created by default) containing a simple set of initial instructions.
For this example, we choose to blacklist “sda” since we know it to be a single-path local SATA disk and,
more important, we set up a default of user_friendly_names to yes. But MOST important is that we
create the “/etc/multipath.conf” file at all, which then will allow multipath functionality to properly
work. Below, we created the file and this is what it looks like on our test box:

wnode "=

riendly names yves

After creating this file, restart multipath with “/etc/init.d/multipath-tools restart” and then verify that
it has created a “/dev/mapper/mpath#” device that represents both iSCSI LUNs together by typing
“multipath -lI", which should have output similar to this:
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N0004£f00c510001) dwo-0 WEZENTA, NEXENTAITOR

Hon

]

5]

root@dmon-1:/

Both

As you can see, an mpathO entry exists on our test box, and represents two paths for our 10 GB iSCSI
LUN, represented by both sdb and sdc. Further tuning and configuration of other path topology is
beyond the scope of this guide, but it is now safe to use the “/dev/mapper/mpath0” device as a regular
block device (as you would use /dev/sdb or /dev/sdc) to create a filesystem or make part of an LVM
setup. Do not use /dev/sdb or /dev/sdc—only use /dev/mapper/mpath0!

Using the underlying block devices of a multipath device will corrupt data and lead to unhappiness.
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If you followed all the instructions in this section, this device still will exist even after a reboot, assuming
network connectivity to the iSCSI LUNs remains up for at least one path at all times.

Here is “multipath -II" directly after a reboot of our test box, after following these instructions:

rootfmon-1:~# uptime
Z users, load sverage: 0.00, O0.00, 0O.00
0144f05442000000004£f002510001) dw-0 NEXENTLA, NEXENTALSTOR
features='0' hwhandler='0' wp=rr
'round-rokbin 0' prio=1

ready

nd-rokbin 0' prio=1

S:l6 ve ready

rootdmon-
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Citrix
XenServer 6

This guide assumes that the XenServer host already has been properly configured in terms of
networking and other settings. It is important to note about networking that, in general, it is not
recommended to utilize bonded networks on the XenServer host to pass multipath iSCSI traffic—the two
are redundant, with iSCSI multipath being the superior technology. This only is true if the networks in
guestion are passing only iSCSI traffic, and no other types of traffic.

This guide will show you how to enable multipath and set up an iSCSI Storage Repository. Enabling
multipath on XenServer is recommended to take place prior to creating any Storage Repositories and
before placing any VMs on the machine.

Assuming for this example that Network 3 and Network 4 exist, and have Storage 1 and Storage 2
interfaces on them respectively, the first step is to put the XenServer host into maintenance mode in
order to enable multipathing. To enter maintenance mode in XenCenter, choose the correct host and
click on the Server menu option, then choose “Enter Maintenance Mode”:

(@xrcenter e BAR mar AR e B s v T v =[O )

File View Pool | Server | VM  Storage  Templates Tools Window Help

e Back - For E}" e ew Pool 15 New Storage E New VM @ Shut Down % Reboot k) Suspend V Mo System Alerts
Show: | Server View @ Rsboot isulewpo Logged inas: Local root account
Power On Ctrl+B

=] 9 XenCenter

Memaory | Storage | Metworking | NICs | Console | Pefformance | Users | Logs
A REEIE® oo

% DVD driy Connect/Disconnect » po O
e Local stq QDR fl
| £ Remova oree g
v
: Back Up... e
Restore From Backup... Disks Network
Name CPU Usage Used Memory {avg / max KBs) {avg / max KBg)
Enter Maintenance Mode... r-usulewpo — | — 0/0
| Remove Crash Dump Files stall of XenServer 2% of 2 CPUs 3809 of 2048 MB :
I Password 3 I
Remove from XenCenter
Properties
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You will be presented with a dialog box similar to this, where you click “Enter Maintenance”:

o Enter Maintenance Mode - xenserver-usulewpo S l ? 2 I

This operaticn will migrate all running YMs from this server and transition it into
maintenance mode.

Virtual machines on this server

Enter Maintenance ][ Cancel ]
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After the server enters maintenance mode, click on the Server menu option again and choose
“Properties” from the menu:

(@i R ——— il

I File View Pool | Server | VM  Sterage Templates Tools Window Help
e Back - o Forw IE' Add... MNew Pool @ Mew Storage [ New VM @ Shut Down % Reboot 0 Suspend V No System Alerts
|| Show: | Server View @ Retoot ulewpo Logged in as: Local root account
€ xencent @ PowerOn Ctrl+B
B En . enter M y | Storage | Networking | MICs | Console | Pefermance | Users | Logs
Bl Y xenserver-us @ shut Down
g DVD driy Connect/Disconnect r
Local stg
& Removal Add to Pool 4
v
Back Up... E
Restore From Backup... Disks Network
Name CPU Usage Used Memory (avg / max KEs) (avg / max KBs)
Exit Maintenance Mode er-usulewpo ————  ——— 070
Remove Crash Dump Files nstall of XenServer 2% of 2 CPUs 380 of 2048 MB
Password 3
I Remove from XenCenter
|
Properties
] ] 3
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On the Properties page, click the “Multipathing” section on the left, which will present a screen similar
to this:

0 ‘wenserver-usulewpo’ Properties

— 7 | = ]

=
=
=

FaAY

®

General

xenserver-usulewpo
Custom Fields

<None>
Alerts

XenServer Upgrade Required
Email Options

XenServer Upgrade Required
Multipathing

Mot active

Power On
<MNone=

Leg Destination
Local

" Multipathing

Dynamic multipathing support is available for seme types of storage repository.

The server must be in Maintenance Mode before you can change its multipathing setting. This ensures that any
running virtual machines with virtual disks in the affected storage repository are migrated before the changes are

made.

[C] Enable multipathing on this server

ok || cancel

Check the “Enable multipathing on this server” checkbox and hit OK.

At this point, the XenServer host has multipathing enabled, and will be prepared to understand iSCSI
multipathing when we set up the Storage Repository. To add the iSCSI SR, click on the Storage tab for
the server:

Copyright © 2012 Nexenta® Systems, ALL RIGHTS RESERVED

Page 55



O nexenta

Enterprise class storage for everyone

Bl
% DVD drives
Local storage

Storage Repositories

=ul |
© XenCenter . " =lE] =]
File View Pool Server VM  Storage Templates Tools Window Help
e Back ~ (j' Forward ~ @ Add New Server !Fﬁﬁ New Pool % MNew Storage New VM @ Shut Dewn % Reboot U Suspend V MNe System Alerts
Show: | Server View 0O ‘ ~ || xenserver-usulewpo Logged in as: Local root account
El ° XenCenter Search | General | M y | Storage | N MICs | Console | Performance | Users | Logs

N % Removable storage Storage
MName Description Type Shared  Usage Size Virtual alloc
@ DVD drives on xenserver... Physical DVD drives on xenser...  udev Mo 100% (1024 MB used) 1024 MB 1024 MB
%Removable storage on x... udev Mo 0% (0 B used) 0B 0B I
Local storage on Xenser.. Ext3 Mo 1% (1461 MB used) 79 GB 0B
< | ] +
. “ ” . . . .. . .
Then click on “New SR...” in the lower left, which will present a dialog similar to this one:
e
[= 2

9 Mew Storage Repository - xenserver-usulewpo

Choose the type of new storage

I m—

MName

Virtual disk storage
@ NFSVHD

) Software i5CSI
) Hardware HBA

Location

(Z) Storagelink technology
IS0 library

) Windows File Sharing (CIFS)
) NFSISO

MNF5 servers are a commeon form of shared filesystem
infrastructure, and can be used as a storage repository substrate
for virtual disks.

As MF5S storage repositories are shared, the virtual disks stored in
themn allow VMs to be started on any server in a resource pool
and to be migrated between themn using XenMotion.

When you configure an NF5 storage repository, you simply
provide the hostname or IP address of the NFS server and the
path to a directory that will be used to contain the storage
repository. The NFS server must be configured to export the
specified path to all servers in the pool.

< Previous Finish
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Choose the “Software iSCSI” radio button and hit Next. The following page asks for the name and
description for the iSCSI Storage Repository. Choose whatever you wish (for this Guide, we left the
defaults), then hit Next, which should present a screen similar to this:

e

9 MNew Storage Repository - xenserver-usulewpo

Type

MName

ciTrRIX

Enter a path for your iSCSI storage

Provide a target host for your ISCSI storage, indicating your target IQN and your target LUN before
proceeding.

Target Host: 10.100.1.10,10.200.2.10 . 3260
[ Use CHAP

Target IQN: Discover IQNs

Target LUM:

< Previous Cancel

|

As the picture shows, on this page, type in the IP of the first Target Portal Group from your NexentaStor
appliance (as with all other examples in this guide, this is 10.100.1.10 for us), followed by a comma, and
then the IP of the second Target Portal Group (10.200.2.10 for this example) and then click the
“Discover IQNs” button, which will become clickable after you type in a valid IP in the “Target Host”

field.
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Upon clicking “Discover IQNs”, you'll get a screen similar to this:

9 Mew Storage Repository - xenserver-usulewpo = % |
Enter a path for your iSCSI storage e
Type Provide a target host for your ISCSI storage, indicating your target IQN and your target LUN before
N proceeding. |
ame
Target Host: 10.100.1.10 : 3260
i '
KXenCenter

[ Use Scanning for IQNs on iSCSI filer 10.100.1.10

e sii—

Target I | e Discover IQNs

Target LUN: ' Discover LUNs

< Previous lext = Finish Cancel

This may take a few moments to finish. When complete, the drop down list next to “Target IQN” will
contain a list of all visible IQNs from the specified host.
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It also will contain a final option of a wildcard asterisk (*), so of the IPs you input in parentheses, this is

the option to pick, as shown here:

- —
0 New Storage Repository - xensmr—muw

e =

Enter a path for your iSCSI storage

Type

MName

| =m—

CiTRIX

Provide a target host for your ISCSI storage, indicating your target IQN and your target LUN before

proceeding.
Target Host: 10.100.1.10,10.200.2.10 . 3260
[ Use CHAP
SEr.
Passwor
Target IQ: * (10.100.1.10,10.200.2.10:3260) v] | DiscoverIQNs |
Target LUN: Discover LUNs

< Previous MNext = Finish

After picking the wildcard IQN option, click the “Discover LUNs” button. XenCenter will spend some time
scanning, and then populate the drop-down list with all visible LUNs.
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For our example, there is only one and it is shown in this example below:

9 Mew Storage Repository - xenserver-usulewpo - =

% Enter a path for your iSCSI storage

Type

MName

Provide a target host for your ISCSI storage, indicating your target IQN and your target LUN before
proceeding.

Target Host: 10.100.1.10,10.200.2.10 3260
[ Use CHAP
Target IQN: | (10.100.1.10,10.200.2.10:3260) ~| [ DiscoverigNs |

Target LUN: [LUN 0: BAEGTIMIC: 10 GB (NEXENTA) v] Discover LUNs

lext = [ Finich H

Pick the correct LUN and hit the “Finish” button. If this is a new unformatted LUN, XenCenter will
prompt you if you wish to format it, which you should, of course, accept.
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Upon finishing that, the Storage tab within XenCenter now will have a new iSCSI storage repository, such
as this:

Y — — E 3 - B

File  View Pool Server VM Storage  Templates Tools  Window  Help |

6 Back - O Forward - @ Add New Server MNew Pool % Mew Storage Mew VM @ Shut Down % Reboot U Suspend V No System Alerts

Show: | Server View p ‘ - @ xenserver-usulewpo Logged in as: Local root account |
= €9 XenCenter Search | General | M y | 5torage | Networking | MICs | Console | Performance | Users | Logs
B ]:enserver-usulewpol
E= DVD drives Storage Repositories
iSCSI virtual disk storage
B Local storage Storage
E=) Removable storage
Mame Description Type Shared  Usage Size Virtual alloc
\SCSI\.rirtuaI disk storage  i5CSISR[10.100110,10.200.2....  LVM overis.. Yes 0% (4 MB used) 10 GB 0B
% DVD drives on xenserver.. Physical DVD drives on xenser..  udev Mo 100% (1024 MB used) 1024 MB 1024 MB
gRemovable storage on x. udev Mo 0% (0 B used) 0B 0B
@ Local storage on xenser.. Ext3 Mo 1% (146.1 MB uzed) 79GB 0B
4 I +
[ Mew SR.. ] | [ Properties

This storage is, by virtue of how it was created, multipathed. One way to quickly verify this is to click the
Console tab, hit Enter to login, and then, at the prompt type “multipath -II".
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You should see a response similar to the following, showing two paths:

gXenCenter —: - l o S

File View Poel Server VM  Storage Templates Tools Window Help

0 Back ~ Forward Eh Add New Server LE' New Pool @ MNew Storage New VM @ Shut Dewn Q:;’ Reboot Suspend V MNe System Alerts

Show: | Server View 0O ‘ ~ || xenserver-usulewpo Logged in as: Local root account
= 9 XenCenter Search | General | Memory | Storage | Networking | NICs Console | Performance | Users | Logs
Y crerver-usienpo
= DVD drives Xens sulewpo server console
@ iSCST virtual disk sterage _—
£ Local storage ype xsconsole’ for access to the management console. s

[root@xenserver—-usulewpo ~1# multipath -11
B600144£05442000000004f f00c510001 dm—1 NEXENTA,NEXENTASTOR |
[size=10G]1[features=01[hwhandler=01lrul
_ round-robin 0 [prio=11[activel

N\_ 18:0:0:0 sdb 8:16 [activellreadyl
_ round-robin 0 [prio=11[enabled]

N_ 19:0:90:0 =dc §:32 [activellreadyl
[root@xenserver—usulewpo ™ 1#

% Removable storage

m
=

Send Ctrl+Alt+Del (CtrlAlt+Insert) Scale | £ Undock (Alt+Shift+U) | | Fullsereen (Glrk-Enter)

You now have an iSCSI Storage Repository on XenServer 6 that is multipath. Assuming the two IPs in use
come from separate NICs on the XenServer and go to separate switching fabris, the storage now is
wholly redundant and, in typical use, potentially up to twice as fast.

VMware

ESXi 4.1

It is assumed by this instructional guide that all proper networking configuration already has been
configured on the VMware host—specifically, in this example, at least two separate physical adapters
have been configured with IP addresses to two separate subnets, preferably cabled into separate
physical networks that then are both able to communicate with the NexentaStor appliance. Configuring
the network adapters and network configuration is beyond the scope of this guide.

Assuming all the networking is configured, the next step is to click on the Configuration tab within the
vSphere Client and click on “Storage Adapters”. Highlight the iSCSI Software Adapter and click
Properties. By default, the iSCSI Software Adapter is disabled. Click the Configure button, check the
Enabled box, and click OK.
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« i5CSI Initiator (iSCS1 Software Adapter) Properties

General |Dynaﬁcbmue1|5‘tﬂcmmyl

—iSCSI Properties
Mame:
Abas:
Target discovery methods:

—Software Initiator Properties

Status: Disabled

CHAF... Advanced...

= General Properties

—iSCSI Properties

iSCSIName: |

iSCSI Alias: [

—Status

¥ Enabled

=10 x|

)

Within this dialog, choose the Dynamic Discovery tab and then hit the Add button, presenting a dialog
box similar to this one, into which you should fill in the IP address of the first Target you created earlier

(as shown in this picture), then hit OK:
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2 i5Cs1 Initiator (vmhba33) Properties - |O] x|
'General Dynamic Discovery ]Etan:l:ﬁcnvuﬂ
Send Targets
Discover iSCSI targets dynamically from the following locations (IPv4, host name):

1551 Server Location |

[~} Add Send Target Server

ISCSI Server: [10.100. 1. 1]
Port; 3260
Parerit:

+  Authentication may need to be configured before & session can
5 be established with any dscovered targets.

CHAP, ., | Advanced... I

ok | cancel | wep |

It may take a moment for VMware to respond after you hit OK. Once it does, and shows your IP showing
up in the list, click Add again and fill in the box with the other Target IP you previously configured and
hit OK. Once that finishes, the dialog should look similar to this, with two IP addresses displayed:
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[+ iSCSI Initiater (vmhba33) Properties

i[=] E3

‘General Dynamic Discovery | static Discovery |

Send Targets

Discover iSCSI targets dynamically from the following locations (IPv4, host name):
5CSI Server Location

I
10.100.1.10:3260
10.200.2.10:3260

Add... Remove | Settngs... |

At this point, click the Close button, and you will be prompted with the Rescan dialog box:

A rescan of the host bus adapter s recommended for this
l % configuration change. Rescan the adapter?

vs [ |

Click Yes, as you do wish to scan the adapter. The vSphere Client should display the mapped LUN
presented from the NexentaStor available on this iSCSI Adapter.
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Details
vmhba33 Properties...
Maodel: I5CSI Software Adapter
iSCSI Mame: ign, 1998-01. com.vmwarezlocakhost-18aebbba
ISCSI Alas:
Connected Targets: 2 Devices: 1 Paths: 2

View: |Devices Paths

e | Fluntirne Marme | LU | Type | Transport Capacity | Owner | Hardware fcce
NEXENTA iSCSIDisk (naa.500144f0... wmhba33:C0:TO:LD 0 disk ISCSI 1.45 GB NMP Unknown

If it does not, open the iSCSI Adapter back up and be sure to add in the proper network adapters to it so
that it can pass traffic. Be sure to add all adapters necessary to provide IP connectivity for all the IPs
used for the MPIO connection. You may test connectivity from the ESXi host by opening up a SSH session
and run the command:

vmkping <ip-address-of-target-port-group>

example:
vmkping 10.100.1.10

To verify that you have mounted the target with multiple paths, click on the Paths tab above the Device
Name and under the Target header should be two targets that match the iSCSI Initiator target names
and IP addresses in the Nexenta Setup section:

Details
vmhba33 Properties...
Model: ISCSI Software Adapter
iSCSI Name: iqn, 1998-01.com.vmware:locahost- 183ebbbs
iSCSI Alas:
Connected Targets: 2 Devices: 1 Paths: 2

View: Devices [Paths

Runtime Name | Targat [WN | Status
vmhba33:C0:T1:L0  ign.1986-03.com.sun:02:8845e545-aeaf-ead9-aa2a-f2dc54d96394:10,200.2.10:3260 0 & Adive(J0) |
vmhba33:C0:T0:L0  1gn.1986-03.com.sun:02:21f3353%-3efb-46c1-9ce2-f0a2759748¢7:10.100.1.10:3260 0 @ Acdive

ESXi 5.0 and 5.1

It is assumed by this instructional guide that all proper networking configuration already has been
configured on the VMware host—specifically, in this example, at least two separate physical adapters
have been configured with IP addresses to two separate subnets, preferably cabled into separate
physical networks that then are both able to communicate with the NexentaStor appliance. Configuring
the network adapters and network configuration is beyond the scope of this guide.
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Assuming all the networking is configured, the next step is to click on the Configuration tab within the
vSphere Client and click on “Storage Adapters” and then click on Add, which will put you on a dialog box

similar to this:

o — - - —_ - - - | | ?
() 192.168:56105 ; ySphere Client - EE] =™
File Edit View Inventory Administration Plug-ins Help
E |@ Home b g8 Inventory b [ Inventory |
+
g @
E LEERLERIRUEIN localhost.Jocaldomain VMware ESXij, 5.0.0, 623860 | Evaluation (59 days remaining)
Getting Started | Summary | Virtual Machines ' Resource Allocation  Performance [eshifsMeiabli Local Users & Groups | Events | Permissions
Hardware Storage Adapters Add... Remove Refresh Rescan All...
Health Status Device | Type | WWN |
PIIX4 for 430TX/440BX/MX IDE Controller
Processors
Memory | @ vmhbao Block 5CS1 |
Storage {3 vmhba32 Block SCSI
-
- — | 3 | Controller
Networking @ Add Storage Adapter L J
+ Storage Adapters @ AddSoftw g
* Add S i5CSI Adapte
Metwork Adapters oroware ! =R
Advanced Settings © Add
Power Management
OK I Cancel Help
Software L
Details
Licensed Features
Time Configuration vmhba0
DNS and Routing Model: PIIX4 for 430TX,/4408% /MY IDE Controller
Authentication Services Targets: 0 Devices: 0 Paths: [}
virtual Machine Startup/Shutdown View: |Devices Paths
Virtual Machine Swapfile Location
Security Profile Name Runtime Name Operational State | LUN Type
Host Cache Configuration
System Resource Allocation
Agent VM Settings q m L
Advanced Settings
F Tasks | |E Mode: 59 days lroct 4

Choose Add Software iSCSI Adapter and hit OK, which will present a confirmation dialog box, on which

you should also hit OK.
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This will creaet a new iSCSI adapter that you then will need to select from the list and click. Then choose

the Properties link (right-click and choose Properties), resulting in this dialog box:

@_192.168.56.105 = vSEhere Client

)

-

3 o ~
File Edit View Inventory Ad{" 7 iseq) Initiator (vmhba33) Properties == = ]
88 8 g |
General |Network Configuration I Dynamic Discovery | Static Discovery
5 & iSCSI Properties
m o MName: ign. 1998-01.com.vmware:localhost-3fb57ch3
Alias:
LEIT Target discovery methods:  Send Targets, Static Target O NN NSO
Hardy|| fve Refresh Rescan All...
Software Initiator Properties F |
He ( Status: Enabled ‘ |
Pr
e n.vmware:localhost-3fb57dh3: |
St
Mg
» Siy
Mg
ad
Fal
Softy
Lig
Tin Properties...
Ci
Ad
Wir]
Vir
Sg
Hq CHAP... Advanced... Configure... | (al State | LUN Type
Sy
Ag o
ad Close | Help |
i)
\. v
7 Tasks | |Eval Mode: 59 days lroct 4

Within this dialog, choose the Dynamic Discovery tab and then hit the Add button, presenting a dialog
box similar to this one, into which you should fill in the IP address of the first Target you created earlier
(as shown in this picture), then hit OK:
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@ i5CEl Initiator (vmhba33) Properties

(=[=]

General I Metwork Configuration  Dynamic Discovery | Static Discovery I

Send Targets

Discover iSCSI targets dynamically from the following locations (IPv4, host name):

15C5] Server Location

|
. ———
(7 Add Send Target Server _ | o
iSCSI Server: |10.100. 1. 10]
Paort: 3200
Parent:
Authentication may need to be configured before a session can
@ be established with any discovered targets.
i CHAP... | Advanced...
0K Cancel | Help

Add...

Remaove | Settings...

Close | Help

A
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It may take a moment for VMware to respond after you hit OK. Once it does, and shows your IP showing

up in the list, click Add again and fill in the box with the other Target IP you previously configured andhit

OK. Once that finishes, the dialog should look similar to this, with two IP addresses displayed:

-

@ i5CEl Initiator (vmhba33) Properties

||

|"|

General I Metwork Configuration Dynamic Discovery | Static Discovery I

Send Targets

Discover iSCSI targets dynamically from the following locations (IPv4, host name):

1SC5I Server Location
10.100.1.10:3260
10.200.2.10:3260

Add...

Remove

Settings... |

Close

Help

A
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At this point, click the Close button, and you will be prompted with the Rescan dialog box:

| N

-~

Rescan -

A rescan of the host bus adapter is recommended for this configuration
& I_E change. Rescan the adapter?

Yes Mo

.

You should hit Yes, as you do wish to scan the adapter. After a bit of a wait, the vSphere Client should
display something similar to this, showing that you have LUNs available on this iSCSI Adapter.

Details
vmhba33 Froperties...
Model: i5CSI Software Adapter
ISCSI Mame: ign. 1998-01.com.vmware:localhost-3678%ee6
iSCSI Alias:
Connected Targets: 2 Devices: 1 Pathz: 2

View: |Devices Paths

Name Runtime Name Operational State LUN Type Drive Type
| WEXENTA iSCSIDisk (naa.600144f... wmhba33:C0:T0:L0  Mounted 0 dizk Mon-550

1| i 3

If you do not, open the iSCSI Adapter back up and be sure to add in the proper network adapters to it so
that it can pass traffic. Be sure to add all adapters necessary to provide IP connectivity for all the IPs
used for the MPIO connection. You may test connectivity from the ESXi host by opening up a SSH session

and run the command:
vmkping <ip-address-of-target-port-group>

example:
vmkping 10.100.1.10
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To verify that you have mounted the target with multiple paths, click on the Paths tab above the Device
Name and, under the Target header, should be two targets that match the iSCSI Initiator target names
and IP addresses in the Nexenta Setup section:

Details
vmhba33 Froperties...
Model: iSCSI Software Adapter
ISCSI Mame: ign. 1998-01.com.vmware:localhost-3678%ee6
iSCSI Alias:
Connected Targets: 2 Devices: 1 Patha: 2
View: Devices |Paths
Runtime Mame | Target LUN | Status
| vmhba33:C0:T1:L0 ign.1986-03.com.5un:02:d61d5157-4423-46b0-bel6-b72e037e680a:10.100.1.10:3260) 0 & M
vmhba33:C0:T0:L0  ign.1986-03.com.5un:02: 1545f8f9-6e34-e1e4-b43a-a1bd63982a49:10.200.2.10:3260 0 @ A
4 | i [ 3

This concludes the VMware ESXi 5.0 and 5.1 iSCSI multipathing section. For discussions around this and
other sections of this document, please consult with a certified Nexenta Service Professional.
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